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Based on 2.93 fb' e™ e~ collision data taken at center-of-mass energy of 3.773 GetiéBESIII detector,
we report searches for the singly Cabibbo-suppressed sldedy— wr™ and D° — wrn®. A double tag
technique is used to measure the absolute branching fia@id> ™ — wn™) = (2.7940.5740.16) x 10™*
andB(D° — wn®) = (1.1740.344:0.07) x 10~*, with statistical significances 650 and4.1o, respectively.
We also present measurements of the absolute branchingfrador the related)yr decay modes. We find
B(DT — nprt) = (3.074+0.22 4 0.13) x 107® andB(D° — n=®) = (0.65 + 0.09 4+ 0.04) x 10~*, which
are consistent with the current world averages. The firstseednd uncertainties are statistical and systematic,
respectively.

PACS numbers: 12.38.Qk, 13.25.Ft, 14.40.Lb

Hadronic decays of charm mesons provide important in- pubdéauty physics and also open a window into the study



3

of strong final state interactions. For Cabibbo-suppressed A GEANT4-based[[9] Monte-Carlo (MC) simulation pack-
charm decays, precise measurements are challenging dueage, which includes the geometric description of the detec-
low statistics and high backgrounds. Among them, the singlyfor and the detector response, is used to determine the de-
Cabibbo-suppressed (SCS) decdys® — wntY have not  tection efficiency and to estimate the potential peakingbac
yet been observed. The most recent experimental search wgeound. Signal MC samples of @ meson decaying only to
performed by the CLEO Collaboration in 2006 [1] with a 281 wr (17) together with aD decaying only to the tag modes
pb~! data collected on the(3770) peak. The branching ratio used are generated by the MC generatemc [1d] using
upper limits were set to b&4 x 10~* and2.6 x 10~* atthe  EVTGEN [|f;_l|], with initial state radiation (ISR) effects [12]
90% confidence level (C.L.) fobt — wat andD? — wx®,  and final state radiation effecfs [13] included. For the back
respectively[[1]. Following the diagrammatic approacte th ground studies, MC samples ¢1(3770) — D°D°, D+t D~
small decay rates may be caused by the destructive interfeand(3770) — non-D D decays, ISR production af(3686)
ence between the color-suppressed quark diag@msnd  and.J/y, ande™e™ — ¢g continuum processes, are produced
Cp [2]. Numerically, if W-annihilation contributions are ne- at./s = 3.773GeV. All known decay modes of the various
glected, the branching fractions of the— wr decays should D andy mesons are generated with branching fractions taken

be at about.0 x 10~* level [2,(3]. from the Particle Data Group (PDG) [14], and the remaining
Besides searching fdp - — wr 0, we also report mea- decays are generated witONDCHARM [15].
surements of the branching fractions for the decays’ — Charged tracks are required to be well-measured and to sat-

nm Y. Precise measurements of these decay rates can irsfy criteria based on the track fit quality; the angular mng
prove understanding d-spin andSU (3)-flavor symmetry s restricted to| cosf| < 0.93, whered is the polar angle
breaking effects inD decays, benefiting theoretical predic- with respect to the direction of positron beam. Tracks (ex-
tions of C'P violation in D decays|I|4]. cept for K2 daughters) must also be consistent with coming
We employ the “double tag” (DT) technique first developedfrom the interaction point (IP) in three dimensions. Péetic
by the MARK-III Collaboration [5/ 5] to perform absolute identification (PID) combining information of measured en-
measurements of the branching fractions. As the peak of thergy loss  E/dz) in the MDC and the flight time obtained
¥(3770) resonance is just above theD threshold and below from the TOF is used to separate charged kaons and pions,
the D D threshold, forD meson we are interested, ollyD  the likelihood is required to b&(K) > L(r), L(K) > 0
pair-production is allowed. We select “single tag” (ST) etee  for kaons and vice-versa for pions. Electromagnetic show-
in which either aD or D is fully reconstructed without ref- ers are reconstructed by clustering EMC crystal energies;
erence to the other meson. We then look for iheecays of  efficiency and energy resolution are improved by including
interest in the remainder of each event, namely, in DT eventthe energy deposited in nearby TOF counters. To identify
where both theD andD are fully reconstructed. This strategy photon candidates, showers must have minimum energies of
suppresses background and provides an absolute normalizzZ6 MeV for | cosf| < 0.80 (barrel region) or 50 MeV for
tion for branching fraction measurements without the need f 0.86 < | cos 6| < 0.92 (endcap regions). The angle between
knowledge of the luminosity or thete~ — DD production  the shower direction and all track extrapolations to the EMC
cross section. The absolute branching fractiongfaneson  must be larger than 10 standard deviations. A requirement

decays are calculated by the general formula on the EMC timing suppresses electronic noise and energy
deposits unrelated to the event. Thg candidates are re-
3 Nobsa constructed by requiring the diphoton invariant mass tojobe
Bsig = oo 2'% P (1)  M,, € (0.115,0.150) GeV/c?. Candidates with both pho-
2o Niag’ 6tag,sig/etag; tons coming from the endcap regions are rejected due to poor

resolution. To improve resolution and reduce backgroursd, w
wherea denotes different ST modes,ft‘;b;’“ is the yield of  constrain the invariant mass of each photon pair to the nomi-

ST events for the tag mode, N;gsva is the corresponding Nal w0 mqss|L_lI4]. Theg candidates are selected from pairs
yield of DT events, and®,_ ande?_ . are the ST and DT of oppositely charged and vertex-constrained tracks steri
efficiencies for the tag mode. with coming from the IP along the beam direction but free of

BESIII is a general-purpose magnetic spectrometer with a?\forementioned PID and having an invariant mass in the range

helium-gas-based drift chamber (MDC), a plastic scirttia 0487 < Mz+r- < 0.511 GeVic?.

time-of-flight system (TOF), and a Csl(Tl) electromagnetic The ST candidate events are selected by reconstructing a
calorimeter (EMC) enclosed in a superconducting solerioidaD ™~ or D in the following hadronic final statesD~ —
magnet providing a 1.0 T field. The solenoid is supporteds "7~ 7, Ktn—n~n, K¢n—, Kgn 7, Kgrtn n~,
by an octagonal flux-return yoke with resistive-plate cessit KK 7, andD’ — K*n~, K*n 7% Ktr ntzn~,
interleaved with steel for muon identification (MUC). The ac K7~ n’n", Ktz ntx— 7% comprising approximately
ceptance for charged particles and photons is 93%rpaAd ~ 28.0% and 38.0%[14] of alD~ and D° decays, respectively.
the charged particle momentum and barrel (endcap) photonor the signal side, we reconstrubt™ — wr™ (p7™) and
energy resolutions at 1 GeV are 0.5% and 2.5% (5.0%), reD" — wr’(n7°), with w(n) — «F7~x°. Throughout the
spectively [7]. The data used has an integrated luminosity oPaper, charge-conjugate modes are implicitly impliedess
2.93fb ! [8] and was collected with the BESIII detector at a Otherwise noted.

center-of-mass energy of 3.773 GeV. To identify the reconstructed candidates, we use two



variables, the beam-constrained mak&;¢, and the energy
difference AE, which are defined as

MBC = \/Eeram/C4 — |ﬁD|2/CQ, AFE = ED _Ebcam- (2)

Here,pp and Ep are the reconstructed momentum and en-

ergy of theD candidate in the*e™ center-of-mass system,
and Eyean IS the beam energy. For truB™° candidates,
AFE will be consistent with zero, and/gc consistent with
the D0 mass. The resolution df/g¢ is less than 2 Me\t?
and is dominated by the beam energy spread. Alieres-
olution is aboutl0 MeV for final states consisting entirely
of charged tracks, but increases to abouit(20) MeV for
cases where one (twa)’ are included. We accefd® can-
didates withMgpc greater than 1.83 Ge¥¥ and with mode-
dependenf\ E requirements of approximately three standard

deviations §) around the fitted double Gaussian means. For
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the ST modes, we accept at most one candidate per mode per

event; the candidate with the smalleatE| is chosenl[16].
To obtain ST yields, we fit th&/g¢ distributions of the ac-

ceptedD candidates, as shown in Fig. 1. The signal shape¢+,;— 0
which is modeled by MC shape convoluted with a Gaussiark+* K=, the Iatter two rows show neutraD decays
function includes the effects of beam energy spread, ISRiK "7~

the¢(3770) line shape, and resolution. Combinatorial back-
ground is modeled by an ARGUS functidn [17]. With re-
quirement of1.866 < My < 1.874 GeVie? for D case

or 1.859 < Mg < 1.871 GeVic? for D° case, ST yields are

FIG. 1. Mg distributions of ST samples for different tag modes.
The first two rows show charged decays: (a)K Trmn~, (b)

(€) Ksn~, (d) Ksn 7° () Kgn'm n, ()
(9)
(h) K+7r 70, () KT atn™, () KTr n%°, (K
Ktn~ 7r+7r 7°. Data are shown as points, the (red) solid lines are

the total fits and the (blue) dashed lines are the backgrooages.
D andD candidates are combined.

calculated by subtracting the integrated ARGUS background

yields within the signal region from the total event coumts i

imum sensitivity based on the signal MC events and data in

this region. The tag efficiency is studied using MC samples;japhands.

following the same procedure. The ST yields in data and cor-
responding tag efficiencies are listed in Ta[ﬂ)le l.

On the signal side we search f" — 7t7— 7%t and
DY — 7ta~7%7% modes containing aw(n) — #tx— 7
decay. The requirements avZ' are applied similar as in the
tag selection; if multiple candidates are found, the caateid
with the minimum|AE| is chosen. For bott®+ and D° de-
cays, two possibles () combinations exist. Combinations
with 37 mass in the interval0.4,1.0) GeV/?* are consid-
ered. The chance that both () candidates combinations
lie in this region is only about.3%, rendering this source of
multiple candidates negligible.

With the DT technique, the continuum background
ete” — qq is highly suppressed. The remaining back-
ground dominantly comes fronfhD events broadly popu-
lating the 37 mass window. To suppress the nonback-
ground, we require that the helicity/, = cosfy, of the
w have an absolute value larger than 0.54 (0.51) for
(D°). The angledy; is the opening angle between the di-
rection of the normal to the — 37 decay plane and di-
rection of theD meson in thew rest frame. Truev sig-
nal from D decays is longitudinally polarized so we expect
acos?0y = H2 distribution. To further suppress background
from D0 — K3n 70~ with K% — 77—, we apply ak 2
veto by requiring M.+ .- — mPDG| > 12 ( ) MeVi/c? for

the D+ (D°) analysis. HeremPDG is the knownK2 mass
S

andM .+ .- is calculated at the IP for simplicity. The require-
ments on thev helicity andK Y veto are optimized to get max-

After the above selection criteria, the signal regisn
for the DT candidates is defined ds866 < Mpc <
1.874 GeV/c? forthe DT (1.859 < Mpq < 1.871 GeVic? for
the D°) in the two-dimensional (2D)/5& versusMy& plane,
as illustrated in Fig:12. We also define sideband box regions
to estimate potential backgrourid [18]. SidebaAdand B
contain candidates where either tBeor the D is misrecon-
structed. Sidebands andD contain candidates where both
D andD are misreconstructed, either in a correlated way (
by assigning daughter particles to the wrong parent, or in an
uncorrelated wayid).

a b
_1.88f (2) _1.88f ()
A L W re (i
& 1.86 & 1.86¢
28 28
i D C i D C
1.84f 1.84}
. D | B, ‘D || B .
1.84 186 1.88 184 186 188
M a(GeVic?) Md(GeVic?)

FIG. 2. 2D Mg distributions for (D" — wznt and (b)D° —
7° with the signal 8) and sidebandA, B, C, D) regions used for
background estimation indicated.



TABLE I. ST data yields VoY), ST (erag) and DT €, o, and
€gsig) Efficiencies, and their statistical uncertainties. Brang
fractions of theK2 and= are not included in the efficiencies, but
are included in the branching fraction calculations. The iix rows
are for D™~ and the last five are fab°.

Mode ST Yields ctag (%) e ain() €l (%)
Ktr— 7~ 772711 £895 48.76 £0.02 11.01 £ 0.15 12.64 £ 0.17
Ktn—r—70 226969 £ 608 23.194+0.02 4.474+0.10 5.26 +0.11
K9m~ 95974 + 315  52.35 £ 0.07 11.69 £ 0.18 13.99 4 0.21
K9r= 0 211872 £572 26.68 £0.03 5.35 £0.13 6.44 +£0.14
K9r—atm™ 121801 +£459 30.53+0.04 6.16+0.13 7.17+0.15
KtK—n— 65955 + 306 38.72+0.07 8.50+0.13 9.76 +0.14
Ktn— 529558 & 745 64.79 4 0.03 12.44 4+ 0.16 14.17 +0.17
K+r—70 1044963 + 1164 34.13 £0.01 5.73+0.11 6.87 +0.12
Ktr—atmg— 708523 £946 38.33+£0.02 6.04+0.11 7.00+0.13
Ktr— 7070 236719 4747 13.87 £0.02 1.78 £0.06 2.10 #+0.07
Ktr—nta—70 1520254684 15.55+0.03 1.93+0.06 2.08 +0.07
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FIG. 3. Fits to the3w mass spectra for (dp* — 7 7 7%z and
(b) D° — 77~ 77" in the signal regiors as defined in Fid12.
Points are data; the (red) solid lines are the total fits; thee]

dashed lines are the background shapes, and the hatchegt&ims

are peaking background estimated from 2 sidebands.

To obtain thew(n) yield, we perform a fit to thert 7~ 7°
invariant mass$ s, ) distribution with events in the signal re-
gion S. Thew(n) shape is modeled by the signal MC shape
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FIG. 4. Efficiency corrected yields versii,, | for (a) DT — wr™
and (b) D° — wn’. Both are consistent with a distribution like
cos? 0y (black line).

mined from integrating the background shape in thel&d¢
fits. Contributions to sidebarid are assumed to be uniformly
distributed across the other regions [18]. For these e¥ents
the sideband regions, we perform similar fits to Saemass
spectra, and find the peaking background yiéV(jj%f) for D

andD?° respectively, as listed in Tat{lé |I. By subtracting the
peaking background extending underneath the signal region
the DT signal yieIdsNS‘;‘g’S, are obtained. The statistical sig-
nificances forD* — wrt and D — wr are found to be
5.50 and4.10, respectively, as determined by the ratio of the
nominal maximum likelihood value and the likelihood value
for a fit where the signal is set to zero by fixing the total yield
N, to be equal to the sideband based background prediction,

TABLE IIl. Summary for the totak () yields (V,, (), w(n) peaking
background yields %)) and net DT yields §/3,") in the signal
regionS as defined in Fig.l:IZJ\f;?i‘gS is estimated from the defined
sidebands. The errors are statistical.

Mode  Nuwy NOE N3

w(n) g
DY — wrt 10016 21 +£4 79+ 16
D° 5 wr® 504+12 5+5 45+13
DT = nrt 264+£17 642 258+ 18

78+10 3+£2 75+10

D° — yrf

convoluted with a Gaussian function to describe the differ-

ence in theM;, resolution between MC and data. Due to
high statistics, the widtlr, of the Gaussian for theg case

is determined by the fit, while the width,, for the w case

is constrained by the MC-determined rafio= o}/ /o)1¢
giving the relativeM3,. resolution forp andw final states.

We now remove the helicity requirement, and investigate
the helicity dependence of our signal yields. By following
procedures similar to those described above, we obtain the
signal yield in eachH,,| bin. The efficiency corrected yields
are shown in Fig.J4, demonstrating agreement with expected

For D, the background shape is described by a third-order, 2 6 behavior, further validating this analysis.

Chebychev polynomial, while foD? we use a shape of

aoMal? +ay M3 4 ao ME? + asMI/? +a, M2 wherea;

With analogous selection criteria, we also determine
B(DT? — nr™Y) as a cross-check. The results are found

(i =0,...,4) are free parameters. The fit results are showno be consistent with the nominal results given below for

in Fig.[3, and the total yields N,, for D™ and D° cases are
listed in TabldTl.

To estimate thes(n) yield in the signal regio® from back-
ground processes, event counts in sidebaad3, andC are
projected into the signal regio® using scale factors deter-

B(DH? — nrt0), using relaxed cuts, as well as the PDG
listings [14].

As shown in Fig[B, the background level in thsignal re-
gion of the3r invariant mass distribution is small compared
to that near thes mass. Also, according to the MC simula-



<« 80 <« 20 w positions, is determined by MC simulations. With control
3 (@) 3 samplesD® — K27 and K2w, the difference between data
& 6o 315 and MC defined a8R = Rgata/Ryc — 1 is obtained. We

§ a0l ﬁ § 10 vary the nominalz value by+1c and take the relative change
S S of signal yields as a systematic uncertainty.

§207 E 5 Uncertainties due to the background shapes are inves-
g g tigated by changing the orders of the polynomials em-
W atabsd J e A AT ployed. Uncertainties due to thds,; fitting range are inves-

052 0.54 0.56 0.58 052 0.54 0.56 0.58 tigated by changing the range froff.50,0.95) GeVic® to
M 3{(GeVic?) M 3{(GeVic?) (0.48,0.97) GeV/? in the fits, yielding relative differences
which are taken as systematic uncertainties.
FIG. 5. Fits to the3w mass spectra for (@ — ="z~ z’z" and We summarize the systematic uncertainties in Table I1l. The

(b) D° — m*a~ " in the n mass region for the signal region ota| effect is calculated by combining the uncertaintiesrf
S as defined in Fid.J2. Points are data; the (red) solid lineshare all sources in quadrature.

total fits; the (blue) dashed lines are the background shapesthe

hatched histograms are peaking background estimated fboid 2

sidebands. TABLE Ill. Summary of systematic uncertainties in %. Unedmties
which are not involved are denoted by “~".

tions and fits to events from the 2l sideband regions; iSOUTC? wrt wr® grt prd
peaking background is small, as shown in Elg. 3. Therefore, ™ jt:rac"'”g 3.0 20 3.0 20
to improve statistics, we remove tHe? veto requirements T PID 15 10 15 10
and also make no helicity requirement sirfég = cosfy for 7~ reconstruction 10 20 10 20
signal is flat. Following a similar fit procedure, with result 2D Mpc window 01 02 01 02
AFE requirement 05 16 05 16

shown in Fig[h, we determingrt andn#" DT yields as :
listed in TabldTl. | H,,| requirement 34 34 - —

With the DT technique, the branching fraction measure-  Kgveto 08 08 - -
ments are insensitive to systematics coming from the ST side Sideband regions 1.3 22 00 05
since they mostly cancel. For the signal side, systematic un Signal resolution 09 08 - -
certainties mainly come from imperfect knowledge of the ef- Background shape 23 13 19 35
ficiencies for tracking finding, PID criteria, th€} veto, and Fitrange . 03 19 08 15
the H,, requirement; additional uncertainties are related to the Blw(n) — ntn~7%) [14] 08 08 12 12

Overall 58 6.0 43 53

fit procedures.

Possible differences in tracking, PID anti reconstruction
efficiencies between data and the MC simulations are inves- ) )
tigated using a partial-reconstruction technique basethen  Finally, the measured branching fractions/of— wm and
control sample? — K—n+7% andD® — K—7+. We as- "7 are summarized in Table]V, where the_ first errors are sta-
sign uncertainties of.0% and0.5% per track for track finding ~ tistical and the second ones are systematic.
and PID, respectively, and 1.0% per reconstruated

Uncertainty due to the 2D signal region definition is in- TABLE Iv. Summary of branching fraction measurements, aomi-
vestigated via the relative change in signal yields forediff parison with the previous measurements for — wr [1] and
ent signal region definitions based on the control sample® — #r [19].

Dt — Kdrtn®and DY — K2x°7° which have the same
pions in the final state as our signal modes. With the same
control samples, uncertainties due to th& requirements are Mode This work Previous measurements
also studied. The relative data-MC efficiency differena@s a D+ — wrt (2.79 +0.57 +0.16) x 10~4 < 3.4 x 10~% at90% C.L.
taken as systematic uncertainties, as listed in Talile IlI. DO — wr® (1.17+0.34 4 0.07) x 1074 < 2.6 x 10~% at90% C.L.

Uncertainty due to theH,| requirement is studied using D+t — nrt (3.074£0.2240.13) x 1073 (3.53 £0.21) x 1073
the control sampl®° — K?2w. The data-MC efficiency dif-  D° = nx° (0.65 +0.09 +0.04) x 10-3  (0.68 +0.07) x 10~3
ference with or without this requirement is taken as our sys-
tematic. Uncertainty due to th€2 veto is similarly obtained
with this control sample. In summary, we present the first observation of the SCS

The w peaking background is estimated from 2Wgc  decayDt — wr™ with statistical significance df.50. We
sidebands. We change the sideband ranges by 2 8éd7  find the first evidence for the SCS dec® — wn® with
both sides and investigate the fluctuation on the signatigjel statistical significance of.1¢. The results are consistent with
which is taken as a systematic uncertainty. the theoretical prediction][2], and can improve undersitamd

In the nominal fit to thé\/s,; distribution, the ratid?, which  of U-spin andSU (3)-flavor symmetry breaking effects iR
is the relative difference on the/s,. resolution betweenand  decaysl[4]. We also present measurements of the branching
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