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#### Abstract

In this work, we consider the ill-posed Boussinesq equation which arises in shallow water waves and non-linear lattices. We prove that the ill-posed Boussinesq equation is nonlinearly self-adjoint. Using this property and Lie point symmetries, we construct conservation laws for the underlying equation. In addition, the generalized solitonary, periodic and compact-like solutions are constructed by the exp-function method.
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## 1 Introduction

The nonlinear evolution equations (NLEEs) are extensively used as models to describe physical phenomena in various disciplines of the sciences, especially in fluid mechanics, solid state physics, plasma physics, plasma waves and chemical physics. When a NLEE is analysed, one of the most important question is the construction of the exact solutions for equation [1]. In the open literature, quite a few methods for obtaining explicit travelling and solitary wave solutions to NLEEs have been suggested such as the inverse scattering method [2], the bilinear transformation method [3], the tanh-sech method [4, 5], the extended tanh method [6, 7], the sine-cosine method [8-10], the homogeneous balance method [11, 12], the pseudo spectral method [13], the $\left(G^{\prime} / G\right)$-expansion method [14-16], exp-

[^0]function method [17], variational iteration method [18], homotopy perturbation method [19], the Jacobi elliptic function method [20], Lie group analysis method [21] and so on.

It is well known that, conservation laws are very important tools in the study of differential equations from a mathematical as well as a physical point of view. A variety of powerful methods, such as Noether's method [22], the multiplier approach [21], [23-25], symmetry conditions method on the conserved quantities [26], partial Lagrangian method [27, 28], nonlocal conservation method [29-31] have been used to investigate conservation laws of PDEs.

The well known and celebrated Korteweg-de Vries equation

$$
\begin{equation*}
u_{t}+6 u u_{x}+u_{x x x}=0 \tag{1}
\end{equation*}
$$

was derived by Korteweg and de Vries in 1895, and which described weakly nonlinear shallow water waves.

The ill posed Boussinesq (sometimes also called as bad Boussinesq) equation

$$
\begin{equation*}
u_{t t}=u_{x x}+\left(u^{2}\right)_{x x}+u_{x x x x} \tag{2}
\end{equation*}
$$

was described in 1870 by the French scientist J. Boussinesq, for the propagation of long waves on the surface of water with a small amplitude in one-dimensional nonlinear lattices and in non-linear strings [33-35]. The well posed Boussinesq equation was also described in this context. It differs only in the sign of the last dispersive term of the Equation (2). The Equation (2) is used to describe twodimensional flow of shallow-water waves having small amplitudes [36]. In the weakly nonlinear limit, the shallow water wave equation for long waves reduces to the KdV equation. The main difference between the KdV equation and Boussinesq equations are the shape of the waves. The Boussinesq equations allows bidirectional waves while KdV only unidirectional waves.

Very recently, the analytical and numerical solutions of the ill posed Boussinesq equation were examined intensively in the literature. In [36], the authors studied the explicit homoclinic orbits solutions for Equation (2) with periodic boundary condition and even constraint. In [37], Jafari et al. obtained the solitary wave solutions of Equation (2) by sine-cosine and extended tanh func-
tion method. In [35] and [38], the authors used the theory of Lie groups and obtained the symmetry reductions and group invariant traveling wave solutions. In [39], filtering and regularization techniques were applied for obtaining the approximate solutions and to control growth of the errors. Gomes and Valls in [40] shows that the dynamics in the centre manifold of the ill-posed equation tracks the dynamics of the well-posed equation. Their results give partial justification to the long-wave perturbation theory. There exist also some literatures around the numerical and analytical studies for the singulaly perturbed Boussinesq equation [41, 42]. Meanwhile, we observe some important studies on the local fractional Boussineq equations (see, [43] and also [44]).

In the present study, we first intended to study the exact traveling wave solutions including periodic, solitonary and compact-like solutions of Equation (2). For this aim, we implemented the exp-function method which was developed by He and Wu [17]. Then we investigated nonlinear self-adjointness and local conservation laws of Equation (2) by Ibragimov's nonlocal conservation method.

The plan of the paper is organized as follows : In Section 2, we give briefly the description of the exp-function method.Then, we apply this method to Equation (2). Section 3 is devoted to the nonlinear self adjointness, multiplier functions and conservation laws of Equation (2). In Section ??, some concluding remarks are given.

## 2 Nonlinear self-adjointness and conservation laws for Equation (2)

We briefly present notation to be used and recall basic definitons and theorems that appear in [29, 30] (see also [25]).

Consider the $k^{\text {th }}$ order system of PDEs of $n$ independent variables $x=\left(x^{1}, x^{2}, \ldots, x^{n}\right)$ and $m$ dependent variables $u=\left(u^{1}, u^{2}, \ldots, u^{m}\right)$

$$
\begin{equation*}
E^{\alpha}\left(x, u, u_{(1)}, \ldots, u_{(k)}\right)=0, \quad \alpha=1, \ldots, m \tag{3}
\end{equation*}
$$

where $u_{(i)}$ is the collection of $i$ th-order partial derivatives and the total differentiation operator with respect to $x^{i}$ given by

$$
\begin{equation*}
D_{i}=\frac{\partial}{\partial x^{i}}+u_{i}^{\alpha} \frac{\partial}{\partial u^{\alpha}}+u_{i j}^{\alpha} \frac{\partial}{\partial u_{j}^{\alpha}}+\ldots, \quad i=1, \ldots, n \tag{4}
\end{equation*}
$$

in which the summation convention is used. The adjoint equations to Equation (3) are given by

$$
\begin{equation*}
E^{\alpha^{\star}}\left(x, u, w, u_{(1)}, w_{(1)}, \ldots, u_{(k)}, w_{(k)}\right)=0, \quad \alpha=1, \ldots, m \tag{5}
\end{equation*}
$$

with

$$
\begin{equation*}
E^{\alpha^{\star}}\left(x, u, w, u_{(1)}, w_{(1)}, \ldots, u_{(k)}, w_{(k)}\right)=\frac{\delta L}{\delta u^{\alpha}} \tag{6}
\end{equation*}
$$

where $L$ is the formal Lagrangian for Equation (3) defined by

$$
\begin{equation*}
L=w^{\alpha} E^{\alpha} \equiv \sum_{\alpha=1}^{m} w^{\alpha} E^{\alpha} \tag{7}
\end{equation*}
$$

Here $w=\left(w^{1}, \ldots, w^{m}\right)$ are adjoint variables and $w_{(1)}, \ldots, w_{(k)}$ are their derivatives. Here $\frac{\delta}{\delta u}$ is the EulerLagrange operator and defined by

$$
\begin{equation*}
\frac{\delta}{\delta u^{\alpha}}=\frac{\partial}{\partial u^{\alpha}}+\sum_{k \geq 1}^{\infty}(-1)^{k} D_{i_{1}} \ldots D_{i_{k}} \frac{\partial}{\partial u_{i_{1} \ldots i_{k}}^{\alpha}}, \quad \alpha=1, \ldots, m . \tag{8}
\end{equation*}
$$

so that

$$
\begin{aligned}
\frac{\delta L}{\delta u^{\alpha}} & =\frac{\delta\left(w^{\alpha} E^{\alpha}\right)}{\delta u^{\alpha}}=\frac{\partial\left(w^{\alpha} E^{\alpha}\right)}{\partial u^{\alpha}} \\
& -D_{i}\left(\frac{\partial\left(w^{\alpha} E^{\alpha}\right)}{\partial u_{i}^{\alpha}}\right)+D_{i} D_{k}\left(\frac{\partial\left(w^{\alpha} E^{\alpha}\right)}{\partial u_{i k}^{\alpha}}\right)-\ldots
\end{aligned}
$$

Definition 1. [30] Equation (3) is said to be strictly selfadjoint if the adjoint Equation (5) becomes equivalent to the original Equation (3) by the substitution $w=u$.

Definition 2. [30] Equation (3) is said to be nonlinearly self-adjoint if its adjoint equation (5) becomes equivalent to the original equation after the substitution

$$
\begin{equation*}
w=\phi \tag{9}
\end{equation*}
$$

where $\phi$ is a nonzero function depending on the independent variables, the dependent variable as well as the partial derivatives of the dependent variable. In other words the following identities holding for undetermined coefficients $\lambda_{\alpha}^{\beta}$,

$$
\begin{align*}
& E^{\alpha^{\star}}\left(x, u, w, u_{(1)}, w_{(1)}, \ldots, u_{(k)}, w_{(k)}\right) \\
& =\lambda_{\alpha}^{\beta} E_{\beta}\left(x, u, u_{(1)}, \ldots, u_{(s)}\right), \alpha, \beta=1, \ldots, m \tag{10}
\end{align*}
$$

which will be applicable in the computations.

Theorem 3. [29] Every Lie point, Lie-Bäcklund and nonlocal symmetry

$$
\begin{equation*}
X=\xi^{i}\left(x, u, u_{(1)}, \ldots\right) \partial_{x^{i}}+\eta^{\alpha}\left(x, u, u_{(1)}, \ldots\right) \partial_{u^{\alpha}} \tag{11}
\end{equation*}
$$

of Equation (3) leads to a conservation law $D_{i}\left(T^{i}\right)=0$ constructed by the formula

$$
\begin{align*}
T^{i} & =\xi^{i} L \\
& +W^{\alpha}\left[\frac{\partial L}{\partial u_{i}}-D_{j}\left(\frac{\partial L}{\partial u_{i j}}\right)+D_{j} D_{k}\left(\frac{\partial L}{\partial u_{i j k}}\right)\right. \\
& \left.-D_{j} D_{k} D_{m}\left(\frac{\partial L}{\partial u_{i j k}}\right)\right] \\
& +D_{j}\left(W^{\alpha}\right)\left[\frac{\partial L}{\partial u_{i j}}-D_{k}\left(\frac{\partial L}{\partial u_{i j k}}\right)+D_{k} D_{m}\left(\frac{\partial L}{\partial u_{i j k m}}\right)\right] \\
& +D_{j} D_{k}\left(W^{\alpha}\right)\left[\frac{\partial L}{\partial u_{i j k}}-D_{m}\left(\frac{\partial L}{\partial u_{i j k m}}\right)\right] \\
& +D_{j} D_{k} D_{m}\left(W^{\alpha}\right)\left[\left(\frac{\partial L}{\partial u_{i j k m}}\right)\right], \tag{12}
\end{align*}
$$

where $W^{\alpha}=\eta^{\alpha}-\xi^{i} u_{i}^{\alpha}$ and $\xi^{i}, \eta^{\alpha}$ are the coefficient functions of the associated generator (11).

Theorem 4. The ill posed Boussinesq Equation (2) becomes nonlinearly self-adjoint if and only if there exists a differentiable function

$$
w=c_{1} x t+c_{2} x+c_{3} t+c_{4},
$$

where $c_{i}$ are arbitrary constants.
Proof. The formal Lagrangian for the ill posed Boussinesq Equation (2)

$$
\begin{equation*}
L=w\left(u_{t t}-u_{x x}-\left(u^{2}\right)_{x x}-u_{x x x x}\right), \tag{13}
\end{equation*}
$$

where $w$ is a new dependent variable. The adjoint Equation to (2) has the form

$$
F^{\star} \equiv \frac{\delta L}{\delta u}=0,
$$

where the variational derivative of the Lagrangian in our case is

$$
\begin{align*}
\frac{\delta L}{\delta u} & =\frac{\partial(w F)}{\partial u}-D_{x}\left(\frac{\partial(w F)}{\partial u_{x}}\right)+D_{x}^{2}\left(\frac{\partial(w F)}{\partial u_{x x}}\right) \\
& +D_{t}^{2}\left(\frac{\partial(w F)}{\partial u_{t t}}\right)+D_{x}^{4}\left(\frac{\partial(w F)}{\partial u_{x x x x}}\right) \tag{14}
\end{align*}
$$

and the operators $D_{t}$ and $D_{x}$ denote the total derivatives in $t, x$. From the (14) equation we find the adjoint equation.

$$
\begin{equation*}
F^{\star} \equiv w_{t t}-(1+2 u) w_{x x}-w_{x x x x}=0 \tag{15}
\end{equation*}
$$

If one substitutes $u$ instead of $w$ in Equation (15), Equation (2) is not recoverd. Consequently, Equation (2) is not strictly self-adjoint. According to Definition 2, Equation (2) is nonlinearly self-adjoint if the identity

$$
\left.F^{\star}\right|_{w=\phi(x, t, u)}=\lambda\left[u_{t t}-u_{x x}-\left(u^{2}\right)_{x x}-u_{x x x x}\right],
$$

holds the following conditions and $\lambda$ is a regular undetermined coefficient. The required derivatives of adjoint Equation (15),

$$
\begin{aligned}
& w_{x}=\phi_{x}+\phi_{u} u_{x}, \quad w_{t}=\phi_{t}+\phi_{u} u_{t}, \\
& w_{x x}=\phi_{x x}+2 \phi_{x u} u_{x}+\phi_{u u} u_{x}^{2}+\phi_{u} u_{x x}, \\
& w_{t t}=\phi_{t t}+2 \phi_{t u} u_{t}+\phi_{u u} u_{t}^{2}+\phi_{u} u_{t t}, \\
& w_{x x x x}=12 u_{x} u_{x x} \phi_{x u u}+6 u_{x}^{2} u_{x x} \phi_{u u u}+4 u_{x} u_{x x x} \phi_{u u} \\
& +\phi_{x x x x}+4 u_{x} \phi_{x x x u}+6 u_{x x} \phi_{x x u}+4 u_{x x x} \phi_{x u}+4 u_{x}^{3} \phi_{x u u u} \\
& +u_{x}^{4} \phi_{u u u u}+u_{x x x x} \phi_{u}+6 u_{x}^{2} \phi_{x x u u}+3 u_{x x}^{2} \phi_{u u}
\end{aligned}
$$

then the condition (10) is written as follows:

$$
\begin{aligned}
& \phi_{t t}+2 \phi_{t u} u_{t}+\phi_{u u} u_{t}^{2}+\phi_{u} u_{t t} \\
& -(1+2 u)\left(\phi_{x x}+2 \phi_{x u} u_{x}+\phi_{u u} u_{x}^{2}+\phi_{u} u_{x x}\right)-12 u_{x} u_{x x} \phi_{x u u} \\
& -6 u_{x}^{2} u_{x x} \phi_{u u u}-4 u_{x} u_{x x x} \phi_{u u}-\phi_{x x x x}-4 u_{x} \phi_{x x x u} \\
& -6 u_{x x} \phi_{x x u}-4 u_{x x x} \phi_{x u}-u_{x x x x} \phi_{u}-6 u_{x}^{2} \phi_{x x u u} \\
& -4 u_{x}^{3} \phi_{x u u u}-u_{x}^{4} \phi_{u u u u}-3 u_{x x}^{2} \phi_{u u} \\
& =\lambda\left[u_{t t}-u_{x x}-\left(u^{2}\right)_{x x}-u_{x x x x}\right]
\end{aligned}
$$

Comparing the coefficients of derivatives $u$, we construct determining equations system and solving this system we obtain the adjoint variable as

$$
\begin{equation*}
w=c_{1} x t+c_{2} x+c_{3} t+c_{4}, \tag{16}
\end{equation*}
$$

with $c_{1}, c_{2}, c_{3}, c_{4}$ arbitrary constants.
Taking into account the form of the substitution (16), we have a four parameter family of the substitution

$$
\phi_{1}=x t, \quad \phi_{2}=x, \quad \phi_{3}=t, \quad \phi_{4}=1
$$

which allows us to get local conservation laws.
We note that the Lie point symmetry generators of Equation (2)

$$
X_{1}=\frac{\partial}{\partial x}, X_{2}=\frac{\partial}{\partial t}, X_{3}=\frac{x}{2} \frac{\partial}{\partial x}+t \frac{\partial}{\partial t}+\left(-\frac{1}{2}-u\right) \frac{\partial}{\partial u}
$$

obtained in [35] and [38]. We now construct the corresponding local conserved vectors:

Case 5. For symmetry operator $X=\frac{\partial}{\partial x}$, the components of the conserved vector $T=\left(T^{t}, T^{x}\right)$ are given by

- Substitution $\phi_{1}=x t$ :

$$
T^{t}=x u_{x}-x t u_{t x}, \quad T^{x}=x t u_{t t}-t u_{x}-2 t u u_{x}-t u_{x x x} .
$$

- Substitution $\phi_{2}=x$ :

$$
T^{t}=-x u_{t x}, \quad T^{x}=x u_{t t}-u_{x}-2 u_{x} u-u_{x x x}
$$

- Substitution $\phi_{3}=t$ :

$$
T^{t}=u_{x}-t u_{t x}, \quad T^{x}=t u_{t t}
$$

- $\quad$ Substitution $\phi_{4}=1$ :

$$
T^{t}=-u_{t x}, \quad T^{x}=u_{t t}
$$

It is readily seen that using the divergence condition we obtain the null conserved vectors corresponding to the substitutions $\phi_{3}=t$ and $\phi_{4}=1$.

Case 6. For symmetry operator $X=\frac{\partial}{\partial t}$, the components of the conserved vector $T=\left(T^{t}, T^{x}\right)$ are given by

- Substitution $\phi_{1}=x t$ :

$$
\begin{aligned}
T^{t} & =-x t u_{x x}-2 x t u_{x}^{2}-2 t x u u_{x x}-x t u_{x x x x} \\
T^{x} & =2 x t u_{x} u_{t}-t u_{t}-2 t u u_{t}+x t u_{t x}+2 t x u u_{t x} \\
& -t u_{x x t}+x t u_{x x x t} .
\end{aligned}
$$

- Substitution $\phi_{2}=x$ :

$$
\begin{aligned}
T^{t} & =-x u_{x x}-2 x u_{x}^{2}-2 x u u_{x x}-x u_{x x x x} \\
T^{x} & =2 x u_{t} u_{x}-u_{t}-2 u u_{t}+x u_{t x}+2 x u u_{t x} \\
& -u_{t x x}+x u_{t x x x} .
\end{aligned}
$$

- Substitution $\phi_{3}=t$

$$
\begin{aligned}
T^{t} & =-t u_{x x}-2 t u_{x}^{2}-2 t u u_{x x}-t u_{x x x x}+u_{t} \\
T^{x} & =2 t u_{x} u_{t}+t u_{t x}+2 t u u_{t x}+t u_{t x x x}
\end{aligned}
$$

- Substitution $\phi_{4}=1$ :

$$
\begin{aligned}
T^{t} & =-u_{x x}-2 u_{x}^{2}-2 u u_{x x}-u_{x x x x} \\
T^{x} & =2 u_{t} u_{x}+u_{t x}+2 u_{t x} u+u_{t x x x}
\end{aligned}
$$

It is readily seen that using the divergence condition we obtain the null conserved vectors corresponding to the substitutions $\phi_{1}=x t, \phi_{2}=x$ and $\phi_{4}=1$.

Case 7. For symmetry operator $X=\frac{x}{2} \frac{\partial}{\partial x}+t \frac{\partial}{\partial t}+$ $\left(-\frac{1}{2}-u\right) \frac{\partial}{\partial u}$, the components of the conserved vector $T=$ $\left(T^{t}, T^{x}\right)$ are given by

- Substitution $\phi_{1}=x t$ :

$$
\begin{aligned}
& T^{t}=-\frac{1}{2} x\left(2 t^{2} u_{x x}+4 t^{2} u_{x}^{2}+4 t^{2} u u_{x x}+2 t^{2} u_{x x x}-1\right. \\
&\left.-2 u-x u_{x}+2 t u_{t}+x t u_{t x}\right) \\
& T^{x}=\frac{1}{2} t \\
&\binom{-1+4 x u_{x}+x^{2} u_{t t}-4 t u_{t} u+2 t x u_{t x}+4 x u_{x x x}+2 t x u_{x x x t}}{+8 u x u_{x}+4 t x u_{t} u_{x}+4 t x u_{t x} u-4 u-4 u^{2}-2 t u_{t}-4 u_{x x}-2 t_{t x x}} .
\end{aligned}
$$

- Substitution $\phi_{2}=x$ :

$$
\begin{aligned}
T^{t}= & -\frac{1}{2} x\left(2 t u_{x x}+4 t u_{x}^{2}+4 t u u_{x x}+2 u_{x x x}+4 u_{t}+x u_{t x}\right), \\
T^{x}= & 2 x u_{x}-t u_{t}+2 x u_{x x x}-t u_{t x x}+\frac{1}{2} x^{2} u_{t t}-2 u^{2} \\
& -2 t u_{t} u+x t u_{t x}-\frac{1}{2}-2 u-2 u_{x x}+2 t x u_{x} u_{t} \\
& +2 x t u_{t x} u+4 u x u_{x} .
\end{aligned}
$$

- Substitution $\phi_{3}=t$ :

$$
\begin{aligned}
T^{t} & =-t^{2} u_{x x}-2 t^{2} u_{x}^{2}-2 t^{2} u u_{x x}-2 t u_{x x x}+\frac{1}{2}+u \\
& +\frac{1}{2} x u_{x}-t u_{t}-\frac{1}{2} t x u_{t x}, \\
T^{x} & =\frac{1}{2} t\left(x u_{t t}+5 u_{x}+10 u_{x} u+4 t u_{x} u_{t}+2 t u_{t x}\right. \\
& \left.+4 t u_{t x} u+5 u_{x x x}\right) .
\end{aligned}
$$

- Substitution $\phi_{4}=1$ :

$$
\begin{aligned}
& T^{t}=-t u_{x x}-2 t u_{x}^{2}-2 t u u_{x x}-u_{x x x}-2 u_{t}-\frac{1}{2} x u_{t x} \\
& T^{x}= \\
& \quad \frac{1}{2} x u_{t t}+\frac{5}{2} u_{x}+5 u_{x} u+2 t u_{t} u_{x}+t u_{t x}+2 t u_{t x} u \\
& \quad+\frac{5}{2} u_{x x x} .
\end{aligned}
$$

It is readily seen that using the divergence condition we obtain the null conserved vector corresponding to the substitution $\phi_{1}=x t$.

Remark 8. With the aid of package program Maple14, we have checked that the above vectors ( $T^{t}, T^{x}$ ) are the conservation vector of Equation (2).

## 3 Exact solutions of Equation (2) with exp function method

Let us consider the Equation (2). Introducing a wave variable $\xi$ defined as

$$
\begin{equation*}
\xi=k x+w t \tag{17}
\end{equation*}
$$

where $k$ and $w$ are nonzero constants. Replacing (17) into (2), we have the following ordinary differential equation (ODE):

$$
\begin{equation*}
\left(w^{2}-k^{2}\right) u^{\prime \prime}-2 k^{2}\left(u^{\prime}\right)^{2}-2 k^{2} u^{\prime \prime} u-k^{4} u^{(4)}=0 \tag{18}
\end{equation*}
$$

where prime denotes the differential with respect to $\xi$.
The Exp-function method which was developed by He and Wu [17] is very simple and straightforward. The method systematically studied for a plenty of NLEEs. It is based on the assumption that traveling wave solutions can be expressed in the following form

$$
\begin{equation*}
u(\xi)=\frac{\sum_{n=-c}^{d} a_{n} \exp (n \xi)}{\sum_{n=-p}^{q} b_{m} \exp (m \xi)} \tag{19}
\end{equation*}
$$

where $c, d, p$ and $q$ are positive integers which are unknown to be further determined, $a_{n}$ and $b_{m}$ are unknown constants.

We suppose that the solution of Equation (18) can be expressed as

$$
\begin{equation*}
u(\xi)=\frac{a_{c} \exp (c \xi)+\ldots+a_{-d} \exp (-d \xi)}{b_{p} \exp (p \xi)+\ldots+b_{-q} \exp (-q \xi)} . \tag{20}
\end{equation*}
$$

This well-matched formulation plays a important and basic part for obtaining the exact solution of mathematical problems. To determine values of $c$ and $p$, we balance term of highest order in Equation (18) with the highest order nonlinear term. By simple calculation, we have

$$
\begin{equation*}
u^{(4)}=\frac{c_{1} \exp [(c+15 p) \xi]+\ldots}{c_{2} \exp [16 p \xi]+\ldots} \tag{21}
\end{equation*}
$$

and

$$
\begin{align*}
u^{\prime \prime} u & =\frac{c_{3} \exp [(2 c+3 p) \xi]+\ldots}{c_{4} \exp [5 p \xi]+\ldots} \\
& =\frac{c_{3} \exp [(2 c+14 p) \xi]+\ldots}{c_{4} \exp [16 p \xi]+\ldots}, \tag{22}
\end{align*}
$$

where $c_{i}$ are determined coefficients only for simplicity.
Balancing highest order of Exp-function in Equations (21) and (22), we have

$$
\begin{equation*}
2 c+14 p=c+15 p \tag{23}
\end{equation*}
$$

which leads to the result

$$
\begin{equation*}
p=c . \tag{24}
\end{equation*}
$$

Similarly to determine values of $d$ and $q$, we balance the linear term of lowest order in Equation (18)

$$
\begin{equation*}
u^{(4)}=\frac{\ldots+d_{1} \exp [-(d+15 q) \xi]}{\ldots+d_{2} \exp [-16 q \xi]} \tag{25}
\end{equation*}
$$

and

$$
\begin{align*}
u^{\prime \prime} u & =\frac{\ldots+d_{3} \exp [-(2 d+3 q) \xi]}{\ldots+d 4 \exp [-5 q \xi]} \\
& =\frac{\ldots+d_{3} \exp [-(2 d+14 q) \xi]}{\ldots+d_{4} \exp [-16 q \xi]} \tag{26}
\end{align*}
$$

where $d_{i}$ are determined coefficients only for simplicity.
Balancing highest order of Exp-function in Equations (25) and (26), we have

$$
\begin{equation*}
-(d+15 q)=-(2 d+14 q), \tag{27}
\end{equation*}
$$

which leads to the result

$$
\begin{equation*}
q=d \tag{28}
\end{equation*}
$$

For simplicity, we set $p=c=1$ and $q=d=1$, so Equation (20) reduces to

$$
\begin{equation*}
u(\xi)=\frac{a_{1} \exp (\xi)+a_{0}+a_{-1} \exp (-\xi)}{b_{1} \exp (\xi)+b_{0}+b_{-1} \exp (-\xi)} . \tag{29}
\end{equation*}
$$

Substituting Equation (29) into Equation (18), and by the help of Maple, we have

$$
\begin{align*}
0= & \frac{1}{A}\left[\left(R_{4} \exp (4 \xi)+R_{3} \exp (3 \xi)+R_{2} \exp (2 \xi)\right.\right. \\
& +R_{1} \exp (\xi)+R_{0}+R_{-1} \exp (-\xi)+R_{-2} \exp (-2 \xi) \\
& \left.+R_{-3} \exp (-3 \xi)+R_{-4} \exp (-4 \xi)\right], \tag{30}
\end{align*}
$$

where

$$
\begin{aligned}
& R_{4}=-k^{2} a_{0} b_{1}^{4}-k^{4} a_{0} b_{1}^{4}-w^{2} a_{1} b_{1}^{3} b_{0}+k^{2} a_{1} b_{1}^{3} b_{0} \\
& +2 k^{2} a_{1}^{2} b_{1}^{2} b_{0}-2 k^{2} a_{1} a_{0} b_{1}^{3}+k^{4} a_{1} b_{1}^{3} b_{0}+w^{2} a_{0} b_{1}^{4} \\
& R_{3}=6 k^{2} a_{1} b_{0} a_{0} b_{1}^{2}-w^{2} a_{1} b_{0}^{2} b_{1}^{2}-k^{2} a_{0} b_{1}^{3} b_{0} \\
& \text { - } 4 w^{2} a_{1} b_{1}^{3} b_{-1}+4 k^{2} a_{1} b_{1}^{3} b_{-1}+8 k^{2} a_{1}^{2} b_{1}^{2} b_{-1} \\
& \text { - } 8 k^{2} a_{1} a_{-1} b_{1}^{3}+16 k^{4} a_{1} b_{1}^{3} b_{-1}+w^{2} a_{0} b_{1}^{3} b_{0} \\
& +k^{2} a_{1} b_{0}^{2} b_{1}^{2}-2 k^{2} a_{1}^{2} b_{0}^{2} b_{1}-11 k^{4} a_{1} b_{1}^{2} b_{0}^{2} \\
& +11 k^{4} a_{0} b_{1}^{3} b_{0}-16 k^{4} a_{-1} b_{1}^{4}-4 k^{2} a_{-1} b_{1}^{4} \\
& \text { - } 4 k^{2} a_{0}^{2} b_{1}^{3}+4 w^{2} a_{-1} b_{1}^{4} \\
& R_{2}=7 k^{2} a_{1} b_{1}^{2} b_{-1} b_{0}+26 k^{2} a_{1} b_{-1} a_{0} b_{1}^{2} \\
& \text { - } 4 k^{2} a_{1} b_{0} a_{-1} b_{1}^{2}-4 k^{2} a_{1}^{2} b_{0} b_{-1} b_{1} \\
& \text { - } 77 k^{4} a_{1} b_{1}^{2} b_{0} b_{-1}-7 w^{2} a_{1} b_{1}^{2} b_{-1} b_{0} \\
& +6 k^{2} a_{1} b_{0}^{2} a_{0} b_{1}-w^{2} a_{0} b_{1}^{2} b_{0}^{2}-k^{2} a_{1} b_{0}^{3} b_{1} \\
& +11 w^{2} a_{-1} b_{1}^{3} b_{0}-4 w^{2} a_{0} b_{1}^{3} b_{-1}-11 k^{2} a_{-1} b_{1}^{3} b_{0} \\
& +4 k^{2} a_{0} b_{1}^{3} b_{-1}-18 k^{2} a_{-1} b_{1}^{3} a_{0}+76 k^{4} a_{0} b_{1}^{3} b_{-1} \\
& +w^{2} a_{1} b_{0}^{3} b_{1}+k^{2} a_{0} b_{1}^{2} b_{0}^{2}-2 k^{2} a_{0}^{2} b_{1}^{2} b_{0}+11 k^{4} a_{1} b_{1} b_{0}^{3} \\
& \text { - } 11 k^{4} a_{0} b_{1}^{2} b_{0}^{2}+k^{4} a_{-1} b_{1}^{3} b_{0}-4 k^{2} a_{1}^{2} b_{0}^{3} \\
& R_{1}=-w^{2} a_{0} b_{1} b_{0}^{3}+k^{2} a_{0} b_{1} b_{0}^{3}-8 k^{2} a_{1}^{2} b_{-1}^{2} b_{1} \\
& -2 k^{2} a_{0} a_{1} b_{0}^{3}+2 k^{2} a_{0}^{2} b_{1} b_{0}^{2}+k^{4} a_{0} b_{1} b_{0}^{3}-18 k^{2} a_{1}^{2} b_{0}^{2} b_{-1} \\
& +w^{2} a_{1} b_{0}^{4}-k^{2} a_{1} b_{0}^{4}-16 k^{2} a_{-1}^{2} b_{1}^{3}-k^{4} a_{1} b_{0}^{4} \\
& +24 k^{2} a_{1} b_{-1} a_{-1} b_{1}^{2}-26 k^{2} a_{-1} b_{1}^{2} a_{0} b_{0} \\
& +4 k^{2} a_{1} b_{0}^{2} a_{-1} b_{1}+28 k^{2} a_{1} b_{-1} a_{0} b_{1} b_{0} \\
& \text { - } 13 w^{2} a_{0} b_{1}^{2} b_{-1} b_{0}-2 k^{2} a_{1} b_{1} b_{-1} b_{0}^{2}+13 k^{2} a_{0} b_{1}^{2} b_{-1} b_{0} \\
& +58 k^{4} a_{1} b_{1} b_{0}^{2} b_{-1}-47 k^{4} a_{0} b_{1}^{2} b_{-1} b_{0} \\
& +2 w^{2} a_{1} b_{1} b_{-1} b_{0}^{2}-4 w^{2} a_{1} b_{1}^{2} b_{-1}^{2}+11 w^{2} a_{-1} b_{1}^{2} b_{0}^{2} \\
& +4 w^{2} a_{-1} b_{1}^{3} b_{-1}+4 k^{2} a_{1} b_{1}^{2} b_{-1}^{2}-11 k^{2} a_{-1} b_{1}^{2} b_{0}^{2} \\
& \text { - } 4 k^{2} a_{-1} b_{1}^{3} b_{-1}+12 k^{2} a_{0}^{2} b_{1}^{2} b_{-1}-176 k^{4} a_{1} b_{1}^{2} b_{-1}^{2} \\
& \text { - } 11 k^{4} a_{-1} b_{1}^{2} b_{0}^{2}+176 k^{4} a_{-1} b_{1}^{3} b_{-1} \\
& R_{0}=40 k^{2} a_{1} b_{-1} a_{-1} b_{1} b_{0}-30 k^{2} a_{-1}^{2} b_{1}^{2} b_{0} \\
& \text { - } 30 k^{2} a_{1}^{2} b_{-1}^{2} b_{0}+5 w^{2} a_{1} b_{0}^{3} b_{-1}+5 w^{2} a_{-1} b_{1} b_{0}^{3} \\
& \text { - } \quad 10 w^{2} a_{0} b_{1}^{2} b_{-1}^{2}-5 k^{2} a_{1} b_{0}^{3} b_{-1}-5 k^{2} a_{-1} b_{1} b_{0}^{3} \\
& +10 k^{2} a_{0} b_{1}^{2} b_{-1}^{2}-230 k^{4} a_{0} b_{1}^{2} b_{-1}^{2} \\
& \text { - } 5 k^{4} a_{1} b_{0}^{3} b_{-1}-5 k^{4} a_{-1} b_{1} b_{0}^{3}-10 w^{2} a_{0} b_{1} b_{-1} b_{0}^{2} \\
& \text { - } 5 k^{2} a_{1} b_{1} b_{-1}^{2} b_{0}-5 k^{2} a_{-1} b_{1}^{2} b_{0} b_{-1}
\end{aligned}
$$

$R_{-3}=6 k^{2} a_{-1} b_{0} a_{0} b_{-1}^{2}-w^{2} a_{-1} b_{0}^{2} b_{-1}^{2}-k^{2} a_{0} b_{-1}^{3} b_{0}$
$-4 w^{2} a_{-1} b_{1} b_{-1}^{3}+4 k^{2} a_{-1} b_{1} b_{-1}^{3}+8 k^{2} a_{-1}^{2} b_{1} b_{-1}^{2}$
$-8 k^{2} a_{-1} a_{1} b_{-1}^{3}+16 k^{4} a_{-1} b_{1} b_{-1}^{3}+w^{2} a_{0} b_{-1}^{3} b_{0}$
$+k^{2} a_{-1} b_{0}^{2} b_{-1}^{2}-2 k^{2} a_{-1}^{2} b_{0}^{2} b_{-1}-11 k^{4} a_{-1} b_{0}^{2} b_{-1}^{2}$
$+11 k^{4} a_{0} b_{-1}^{3} b_{0}-16 k^{4} a_{1} b_{-1}^{4}-4 k^{2} a_{0}^{2} b_{-1}^{3}$
$+4 w^{2} a_{1} b_{-1}^{4}-4 k^{2} a_{1} b_{-1}^{4}$
$R_{-4}=-k^{4} a_{0} b_{-1}^{4}-k^{2} a_{0} b_{-1}^{4}-w^{2} a_{-1} b_{0} b_{-1}^{3}$
$+k^{2} a_{-1} b_{0} b_{-1}^{3}-2 k^{2} a_{-1} a_{0} b_{-1}^{3}+2 k^{2} a_{-1}^{2} b_{0} b_{-1}^{2}$
$+k^{4} a_{-1} b_{0} b_{-1}^{3}+w^{2} a_{0} b_{-1}^{4}$.

Equating the coefficients of $\exp (n \xi)$ to be zero, we have

$$
\left\{\begin{array}{c}
R_{4}=0, R_{3}=0, R_{2}=0, R_{1}=0  \tag{31}\\
R_{0}=0 \\
R_{-1}=0, R_{-2}=0, R_{-3}=0, R_{-4}=0
\end{array}\right.
$$

Solving the system, Equation (31), simultaneously, we obtain

$$
\begin{align*}
a_{0}= & \frac{1}{2} \frac{b_{0}\left(-k^{2}+5 k^{4}+w^{2}\right)}{k^{2}} \\
a_{1}= & -\frac{1}{2} \frac{\left(k^{2}+k^{4}-w^{2}\right) b_{1}}{k^{2}}  \tag{32}\\
a_{-1}= & -\frac{1}{8} \frac{b_{0}^{2}\left(k^{2}+k^{4}-w^{2}\right)}{k^{2} b_{1}}, \\
& b_{0}=b_{0}, b_{1}=b_{1}, k=k, w=w .
\end{align*}
$$

Therefore, we obtain the following solution :

$$
\begin{align*}
u(x, t) & =-\frac{1}{2 k^{2}}\left(k^{4}+k^{2}-w^{2}\right)  \tag{33}\\
& +\frac{12 b_{0} b_{1} k^{2}}{4 b_{1}^{2} \exp (k x+w t)+4 b_{0} b_{1}+b_{0}^{2} \exp (-k x-w t)}
\end{align*}
$$

Generally $b_{0}, b_{1}, k$ and $w$ are real numbers, and the obtained solution is a generalized solitonary solution.

In case $k$ and $w$ are imaginary number, the obtained solitonary solution can be transformed into periodic solution or compact-like solution. If we write $k=i K$ and $w=i W$ and use the following equality

$$
\begin{aligned}
\exp (k x+w t) & =\exp (i(K x+W t))=\cos (K x+W t) \\
& +i \sin ((K x+W t))
\end{aligned}
$$

and

$$
\begin{aligned}
\exp (-k x-w t) & =\exp (-i(K x+W t))=\cos (K x+W t) \\
& -i \sin ((K x+W t))
\end{aligned}
$$

Equation (33) becomes

$$
\begin{align*}
& u(x, t)=\frac{1}{2 K^{2}}\left(K^{4}-K^{2}+W^{2}\right)  \tag{34}\\
& +\frac{(-12) b_{0} b_{1} K^{2}}{\left(4 b_{1}^{2}+b_{0}^{2}\right) \cos (K x+W t)+4 b_{0} b_{1}} . \\
& \frac{+i\left(4 b_{1}^{2}-b_{0}^{2}\right) \sin (K x+W t)}{} \tag{35}
\end{align*}
$$

If we search for a periodic solution or compact-like solution, the imaginary part in the denomitor of Equation (34) must be zero, that requires that

$$
\begin{equation*}
4 b_{1}^{2}-b_{0}^{2}=0 \tag{36}
\end{equation*}
$$

Solving $b_{0}$ from Equation (36), we have

$$
\begin{equation*}
b_{0}= \pm 2 b_{1} \tag{37}
\end{equation*}
$$

Substituting Equation (37) into Equation (34) results in a compact-like solution, which reads.

$$
\begin{equation*}
u(x, t)=\frac{1}{2 K^{2}}\left(K^{4}-K^{2}+W^{2}\right) \pm \frac{3 K^{2}}{\cos (K x+W t) \mp 1} \tag{38}
\end{equation*}
$$

Remark 9. Comparing our results and Jafari et al. results [38] then it can be seen that the results are same.

Remark 10. We have verified obtained the solutions of Equation (33), Equation (34) and Equation (38) with the aid of Maple.

## 4 Conclusion

In this study we considered the ill posed Boussinesq equation. We first discussed the exact travelling wave solutions with the exp function method. We have constructed generalized solitonary, periodic and compact-like solutions.The obtained exact solutions should be very useful in various areas of applied mathematics and they can interpret some physical phenomena. The Exp-function method has more advantages: it is direct and concise. In addition, this method clearly avoids some linearization processes, unrealistic assumptions and consequently it provides exact solutions efficiently.Then we considered a nonlocal conservation method. We constructed an adjoint equation by applying the formal Lagrangian to the variational derivative. We showed that the ill posed Boussinesq equation is not self-adjoint. Using the notion of nonlinear self-adjoint we obtained numerous local conservation laws. The conserved vectors obtained here can be used in reductions and solutions of the underlying equation [45].

## References

[1] N.A. Kudryashov, N. B. Loguinova, Appl. Math.Comput. 205, 396 (2008)
[2] M.J. Ablowitz, H. Segur,Solitons and Inverse Scattering Transform (PA: SIAM, Philadelphia, 1981)
[3] R. Hirota, Direct method of finding exact solutions of nonlinear evolution equations, In: R. Bullough and P. Caudrey (Eds.) (Springer-Verlag, Backlund Transformations Berlin, 1980)
[4] W. Malfliet, Am. J. Phys. 60, 650 (1992)
[5] A.M. Wazwaz, Appl. Math.Comput. 154, 713 (2004)
[6] E. Fan, Phys. Lett. A 277, 212 (2000)
[7] E. Fan, Y.C. Hon, Appl. Math.Comput. 141, 351 (2003)
[8] A.M. Wazwaz, Math. Comput. Model. 40, 499 (2004)
[9] A.M. Wazwaz, Appl. Math.Comput. 159, 559 (2004)
[10] E. Yusufoğlu, A. Bekir, Int. J. Comput. Math. 83, 915 (2006)
[11] E. Fan, H. Zhang, Phys. Lett. A 246, 403 (1998)
[12] M. L. Wang, Phys. Lett. A 213, 279 (1996)
[13] P. Rosenau, J.M. Hyman, Phys. Rev. Lett. 70, 564 (1993)
[14] M.L. Wang, X. Li, J. Zhang, Phys. Lett. A 372, 4, 417 (2008)
[15] E.M.E. Zayed, K.A. Gepreel, J. Math. Phys. 50, 013502 (2009)
[16] A. Bekir, Phys.Lett. A 372, 3400 (2008)
[17] J.H. He, X.H. Wu, Chaos Soliton. Fract. 30, 700 (2006)
[18] J.H. He, X.H. Wu, Chaos Soliton. Fract. 29, 108 (2006)
[19] J.H. He, Chaos Soliton. Fract. 26, 695 (2005)
[20] L. Zhang, C.M. Khalique, JAAC, 5, 485 (2015)
[21] P.J. Olver, Application of Lie groups to Differential Equations (Springer-Verlag, New York, 1993)
[22] E. Noether, English translation in Transport Theory Statist. Phys. 1, 186 (1971)
[23] H. Steudel, Z. Naturforsch 17A, 129 (1962)
[24] W.H. Steeb, W. Strampp, Physica 114A, 95 (1982)
[25] R. Naz, F.M. Mahomed, D.P. Mason, Appl. Math.Comput. 205, 212 (2008)
[26] A.H. Kara, F.M. Mahomed, Int. J. Theor. Phys. 39, 23 (2000)
[27] A.H. Kara, F.M. Mahomed, Nonlinear Dynam. 45, 367 ( 2006)
[28] C.M. Khalique, A.G. Johnpillai, Commun. Nonlinear Sci. Numer. Simulat. 16, 3081 (2011)
[29] N.H. Ibragimov, J. Math. Anal. Appl. 333, 311 (2007)
[30] N.H. Ibragimov, J. Phys. A: Math. Theor. 44, 432002 (2011)
[31] L. Wei, J. Zhang, Nonlinear Anal. Real. 23, 123 (2015)
[32] G.W. Wang, T.Z. Xu, A. Biswas, Rom. Rep. Phys. 66, 274 (2014)
[33] G.B. Whitham, Linear and Nonlinear Waves (J. Wiley, New York, 1974)
[34] V.E. Zhakarov, Sov. Phys. Jetp. 38, 108 (1974)
[35] B. Gao, H. Tian, Int. J. Nolin. Mech. 72, 80 (2015)
[36] Z.Dai, J.Huang,M. Jiang, S.Wang, Chaos Soliton. Fract. 26, 1189 (2005)
[37] H. Jafari, A. Borhanifar, S.A. Karimi, Numer. Meth. Part. D. E. 25, 1231 (2009)
[38] H. Jafari, N. Kadkhoda, C.M. Khalique, Math. Probl. Eng. 2013, 452576, (2013)
[39] P. Daripa, W. Hua, Appl. Math.Comput. 101, 159 (1999)
[40] D.A. Gomes, C. Valls, Dynamical systems 19, 345 (2004)
[41] P. Daripa, Eur. J. Mech. B Fluids 25, 1008 (2006)
[42] R.K. Dash, P. Daripa, Appl. Math. Comput. 126, 1 (2002)
[43] X.J. Yang, D. Baleanu, H.M. Srivastava, Local Fractional Integral Transforms and Their Applications (Academic Press, NY, USA, 2015)
[44] C. Cattani, H.M. Srivastava, X.J. Yang, Fractional Dynamics (Emerging Science Publishers, Berlin, Germany, 2015)
[45] A.H. Bokhari, A.Y. Al-Dweik, A.H. Kara, F.M. Mahomed, F.D. Zaman, Commun. Nonlinear Sci. Numer. Simulat. 16, 1244 (2011)


[^0]:    *Corresponding Author: Emrullah Yaşar: Uludag University, Faculty of Arts and Sciences, Department of Mathematics, BursaTurkey, E-mail: eyasar@uludag.edu.tr
    Sait San: Eskisehir Osmangazi University, Art-Science Faculty, Department of Mathematics and Computer Science, Eskisehir-Turkey, E-mail: ssan@ogu.edu.tr
    Yeşim Sağlam Özkan: Uludag University, Faculty of Arts and Sciences, Department of Mathematics, Bursa-Turkey, E-mail: ysaglam@uludag.edu.tr

