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Abstract 

The electric travelling salesman problem with time windows (ETSPTW) is an extension of the well-

known travelling salesman problem with time windows (TSPTW). The ETSPTW additionally 

considers recharging operations of the electric vehicle at identical charging stations. However, 

different charging technologies used at public or private stations result in different charging times of 

the electric vehicles. Therefore, this study extends the ETSPTW by additionally considering charging 

operations at customer locations with different charging rates, called hereafter the electric travelling 

salesman problem with time windows and mixed charging rates (ETSPTW-MCR). To the best of our 

knowledge, this is the first study that considers both private and public charging stations for the 

ETSPTW. In addition to the extended version of the ETSPTW, this paper introduces a new and 

effective hybrid Simulated Annealing/Tabu Search (SA/TS) algorithm to solve the ETSPTW-MCR 

problem efficiently. Distinct from the existing hybridization of SA and TS, the proposed hybrid SA/TS 

algorithm employs efficient search procedures based on the TSPTW restrictions, a modified solution 

acceptance criterion, and an advanced tabu list structure. Moreover, an improved dynamic 

programming procedure is integrated to optimally find the charging station visits in shorter 

computational times. The proposed hybrid SA/TS is tested on several TSPTW and ETSPTW 

benchmark problems and compared with well-known solution approaches. Results of these 

experiments show that the proposed algorithm outperforms the other considered competitor algorithms 

both with regard to solution quality and computational time. Furthermore, 26 new best results are 
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obtained for the ETSPTW instances. In addition, the hybrid algorithm is applied to a new problem set 

generated for the ETSPTW-MCR by extending the ETSPTW problems found in the literature. 

Comparisons with the ETSPTW results show that significant distance savings are found for most of 

the instances by charging the electric vehicle at customer locations. As a result of the computational 

studies, it should be concluded that the proposed algorithm is capable of finding efficient and more 

realistic route plans for the electric vehicles. 

Keywords: Travelling salesman, electric vehicles, metaheuristics, dynamic programming 

 

1. Introduction 

The vehicle routing problem (VRP) is one of the most important researched problems due to its great 

potential to reduce transportation and logistics costs in both the private and public sector. The classical 

VRP introduced by Dantzig and Ramser (1959) aims to find a route plan for a fleet which has to serve 

a set of customer locations where the objective is to minimize total transportation cost. Since its first 

introduction, the VRP with various assumptions has been studied extensively by researchers 

(Eksioglu, Vural, & Reisman, 2009; Laporte, 2009). With the growing concern about the 

environmental impact of logistics activities, the green vehicle routing problem (GVRP), a relatively 

new research field, is introduced by Erdoğan and Miller-Hooks (2012) as an extension of the VRP. 

The GVRP aims to minimize the transportation cost of conventional internal combustion vehicles and 

additionally considers their fuel tank capacity. The refueling time is assumed to be constant (Erdoğan 

& Miller-Hooks, 2012). As a result of the increasing attention on the environmental impact of the 

transportation, a considerable number of researches have been carried out on the GVRP during the last 

decade (Lin, Choy, Ho, Chung, & Lam, 2014). 

The electric vehicle routing problem (EVRP), which deals with planning routes for electric vehicles, is 

another research field studied recently by researchers because of the promising opportunity of the 

electric vehicles to reduce transportation costs and pollution effects in comparison to fossil-fuel based 

engines (Pelletier, Jabali & Laporte, 2016). The EVRP is an extension of the GVRP where the battery 

capacities of the electric vehicles are limited when planning routes. The limited cruising range and 

long charging times of the electric vehicles make the charging operations a more critical issue 

compared to the refueling operations in the GVRP (Keskin & Çatay, 2016). Although the service 

times at charging stations have been significantly reduced with ever-developing technology, charging 

times of electric vehicles are still time-consuming. Depending on the charging power, charging 

technologies are divided into three levels: Level I-III (Awasthi et al., 2017). Level I and Level II are 

referred to as slow and normal charging modes. Due to low power requirements, such stations can be 

constructed at residential homes or working places as private charging stations. Level III charging 

technology is a fast charging mode, and its usage is limited to public charging stations because of high 

voltage requirements (Xu, Meng, Liu, & Yamamoto, 2017). Nevertheless, charging times of the 
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electric vehicles at charging stations still exceed more than half an hour even if a fast charging 

technology is used. In this context, considerable cost and time reductions can be achieved for logistics 

companies by encouraging the usage of private charging stations since a certain percentage of the 

battery can be recharged while the electric vehicle is in the parking position. 

Another critical issue for the companies is managing the routing plans, where any improvement in 

routing plans has the potential to provide a considerable reduction of transportation costs and 

greenhouse gas emissions. However, the difficulty of finding efficient routing plans for the companies 

is that most of the routing problems belong to the class of combinatorial optimization problems that 

are shown to be NP-hard. Therefore, many metaheuristic algorithms have been introduced in the 

literature. However, obtaining insight in the problem structure of the specific problem under 

consideration is crucial to develop an efficient expert system that outperforms more generic 

approaches and human planners. 

Based on the aforementioned motivations, this study addresses the electric travelling salesman 

problem with time windows (ETSPTW) introduced by Roberti and Wen (2016) as a single-vehicle 

version EVRP, and extends the problem by additionally considering charging operations with different 

charging rates for an electric vehicle at customer locations. With this new assumption, the extended 

problem is called the electric travelling salesman problem with time windows and mixed charging 

rates (ETSPTW-MCR), and formulated as a mixed integer mathematical model. In addition to the new 

variant of the ETSPTW, an efficient hybrid metaheuristic algorithm is introduced based on two well-

known meta-heuristic algorithms: tabu search (TS), and simulated annealing (SA). The proposed 

hybrid SA/TS combines the advantages of SA and TS to escape local minima by modifying the 

solution acceptance procedure of SA and the tabu list structure of the TS. Moreover, new components 

are integrated into the algorithm to search the solution space efficiently.  

This paper contributes to the literature in two main aspects: a new perspective for the ETSPTW, and a 

new solution methodology. In the ETSPTW, the electric vehicle is allowed to recharge its battery only 

at public charging stations with the same charging technology. To the best of our knowledge, the 

ETSPTW-MCR has not been discussed in the literature before. By considering recharging at customer 

locations with slow or normal charging technologies in real life logistics applications, this study 

provides a new perspective for researchers and company decision-makers. By allowing these 

recharging operations, a reduction on the total distance travelled is expected since the ETSPTW-MCR 

provides more flexible charging opportunities for the electric vehicle while still servicing all 

customers within their allowed time windows. Although, recharging times at private charging stations 

are longer than the times at public charging stations, ETSPTW-MCR gives extra recharging 

opportunity to the electric vehicle while waiting at the customer location and reduces the visits to the 

public charging stations. 
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In addition to the introduction of the extended version of the ETSPTW, this study contributes to the 

literature by presenting a new hybrid SA/TS algorithm, which exhibits superior performance on these 

types of problems. Distinct from the existing hybridization of SA and TS, the novelty of the proposed 

algorithm can be summarized as follows. An efficient local search procedure consisting of 1-shift, 2-

opt, and swapping operations is used to generate new solutions. The standard solution acceptance 

criterion of the SA is modified. An advanced tabu list structure is introduced to escape local optima 

and avoid unnecessary computations. As in the solution approach proposed by Roberti and Wen 

(2016), a dynamic programming procedure is used to obtain charging operation plans. The dynamic 

programming procedure is improved to speed up the computations. Besides the main contribution of 

the study, a benchmark problem set is introduced for the ETSPTW-MCR by extending the existing 

ETSPTW problem sets. Moreover, new best results are found by the proposed algorithm for both the 

TSPTW and the ETSPTW. 

The remainder of this paper is formed as follows: In Section 2, a review of the related literature is 

presented. Section 3 introduces the ETSPTW-MCR and its formulation as a mixed integer 

mathematical model. The details of the proposed hybrid SA/TS are given in Section 4. The 

computational studies for the hybrid SA/TS, comparisons, and discussions are presented in Section 5. 

This section also includes exact solver solutions for small sized ETSPTW-MCR instances. Finally, a 

conclusion part with future research perspectives is given in Section 6. 

2. Literature Review 

The ETSPTW is introduced by Roberti and Wen (2016), which can be seen as a generalization of the 

well-known travelling salesman problem with time windows (TSPTW). In the ETSPTW, an electric 

vehicle services a set of customers while satisfying customer time window and battery capacity 

constraints. The battery can be charged at a given set of public charging stations. The authors 

formulated two different mathematical models for the problem and proposed a metaheuristic approach 

based on a combination of a general variable neighborhood search (GVNS) procedure and dynamic 

programming. Hereafter, this metaheuristic is referred to as the three phase heuristic (3P-Heu). In the 

first two phases, the 3P-Heu uses the GVNS metaheuristic to optimize the vehicle route only taking 

the time windows constraints into account. Next, an insertion algorithm based on dynamic 

programming inserts charging stations to the route in order to find a feasible solution for the 

ETSPTW. The authors analyzed the performance of the 3P-Heu on two different problem sets 

generated by extending two well-known TSPTW datasets. High-quality results in short computational 

times are reported. 

The ETSPTW can be assumed closely related to TSP variant called the black and white travelling 

salesman problem (BWTSP). The BWTSP was introduced by Bourgeois, Laporte, and Semet (2003), 

and has been mostly applied in the field of short-haul airline scheduling and telecommunications. In 

the BWTSP, the vertex set is divided into two subsets called hereafter the black and white vertices. 
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The BWTSP differs from the TSP in that both the number of white vertices visited and the length of 

the path between two consecutive black vertices cannot exceed the specified limits. The objective of 

the problem is to find the shortest Hamiltonian tour that covers all vertices satisfying the cardinality 

and the length constraints (Bourgeois et al. 2003). A number of researchers have recently studied this 

problem, such as by Ghiani, Laporte, and Ruthmair (2006), by Muter (2015), by Li and Alidaee 

(2016), and by Gouveia, Leitner, and Ruthmair (2017). This problem shows similarity to the ETSPTW 

and ETSPTW-MCR in case the black and white vertices are assumed to be charging stations and 

customer locations, respectively. The length constraint in the BWTSP can be used to model the battery 

level constraint between two charging stations visits in the case where a full charging policy is 

followed. However, in the ETSPTW there is no restriction on the number of customer visits between 

two charging operations. Likewise, a charging station is not limited to a single visit by the electric 

vehicle, and moreover, the electric vehicle is not even obliged to visit every charging station. Lastly, 

the length constraint of the BWTSP cannot model a partial charging policy. In addition, the ETSPTW 

considers customer time windows. 

To the best of our knowledge, the study of Roberti and Wen (2016) is the only paper on the ETSPTW. 

However, the ETSPTW can be seen as a special case of the EVRP, where only a single vehicle is 

present. In the field of route optimization of electric vehicles, there are only a few studies in the 

literature due to the EVRP being a relatively new research field. The earliest study on EVRP is 

proposed by Conrad and Figliozzi (2011) where the charging operations follow a so-called full 

charging policy. Following a full charging policy, an electric vehicle can depart from a charging 

station if and only if its battery is fully recharged. In addition to the battery capacity of the electric 

vehicles, vehicle load capacities and customer time windows are taken into account. The authors 

proposed a mathematical model for the considered problem which has two objectives. The first 

objective aims to minimize the number of routes. The second objective minimizes the total travelling 

distance. An iterative route construction and improvement procedure is proposed by the authors. Wang 

and Cheu (2013) considered the EVRP for the operations of an electric taxi fleet, and introduced a TS 

algorithm to minimize total distance travelled and maximum route time by considering recharging 

operations. Worley, Klabjan, and Sweda (2012) studied the EVRP with charging station siting 

constraints. They introduced a mixed integer mathematical model for the problem which aims to 

simultaneously minimize total travelling cost, recharging cost, and station location cost. 

Schneider, Stenger, and Goeke (2014) extended the EVRP by considering the EVRP with time 

windows (EVRPTW), in which a full charging strategy is taken into account. The authors developed a 

hybrid metaheuristic algorithm consisting of a variable neighborhood search (VNS) algorithm and a 

TS approach. The performance of the proposed hybrid VNS/TS algorithm is analyzed on different 

benchmark data sets related to vehicle routing problems. Additionally, the proposed algorithm is tested 

on a new problem set which is generated by the authors for the EVRPTW. The EVRPTW is extended 
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by Preis, Frank, and Nachtigall (2014), Afroditi, Boile, Theofanis, Sdoukopoulos, and Margaritis 

(2014), Chen, Qi, and Miao (2016), Paz, Granada-Echeverri, and Escobar (2018), and Montoya, 

Guéret, Mendoza, and Villegas (2017) with different assumptions. Preis et al. (2014) considered load 

dependent energy consumptions in urban delivery systems and proposed an adapted tabu search 

algorithm. Afroditi et al. (2014) used predefined energy consumptions for the electric vehicles. Chen 

et al. (2016) considered battery swapping operations for the electric vehicles instead of recharging 

operations. Paz et al. (2018) addressed the EVRPTW with multi-depot consideration. Montoya et al. 

(2017) used nonlinear charging functions for the electric vehicles and proposed a hybrid metaheuristic 

algorithm to minimize total time of the operations consisting of travel times and charging times. 

In addition to the EVRP following a full charging policy, some researchers focus on partial charging 

policies where an electric vehicle can leave from a charging station with full capacity or with any 

battery level depending on the time spent for charging. Felipe, Ortuno, Righini, and Tirado (2014) 

extended the EVRP by allowing a partial charging strategy using different charging technologies for 

the electric vehicles and presented three heuristic algorithms to solve the problem: a construction 

heuristic, a deterministic local search algorithm, and an SA algorithm. According to their 

computational studies, the SA performs better with respect to other methods for large sized problems. 

Desaulniers, Errico, Irnich, and Schneider (2016) proposed an exact branch-price-and-cut algorithm to 

solve the EVRPTW regarding four different charging strategies: at most a single full recharge per 

route, multiple full recharges per route, at most a single partial recharge per route, and multiple partial 

recharges per route with partial charging policy. Similarly, Keskin and Çatay (2016) tackled the 

EVRPTW with a partial charging policy and proposed an adaptive large neighborhood search (ALNS) 

algorithm for the problem. According to their computational studies, new best results are obtained by 

the proposed ALNS considering the full charging policy. Moreover, the advantages of the partial 

charging policy are pointed out by comparing the partial and full charging policies. Another study 

considering a partial charging policy is presented by Bruglieri, Mancini, Pezzella, Pisacane, and Suraci 

(2017) where a three phase metaheuristic method based on VNS is introduced to solve the problem. A 

different assumption for the problem is taken into account by Schiffer and Walther (2017), Schiffer 

and Walther (2018a, b) and Schiffer, Schneider, and Laporte (2018) where siting decisions for the 

charging stations are considered simultaneously. 

Besides the charging policy for the electric vehicles, some of the papers pay attention to the effects of 

fleet type on routing plans and total travel cost. Goeke and Schneider (2015) proposed a new variant of 

the EVRPTW where a mixed fleet of electric and conventional internal combustion vehicles are used 

for customer visits. Küçükoğlu and Öztürk (2016) proposed a mathematical formulation for the 

EVRPTW with a heterogeneous fleet consisting of different types of electric vehicles. The advantages 

of the heterogeneous fleet based on the total distance travelled and the number of vehicles used are 

pointed out in their computational studies on a small sized problem set generated via the EVRPTW 
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problems proposed by Schneider et al. (2014). Penna, Afsar, Prins, and Prodhon (2016) introduced a 

hybrid iterative local search algorithm for the EVRPTW with a heterogeneous fleet, which is formed 

by combining an iterative local search algorithm and a set partitioning model. Hiermann, Puchinger, 

Ropke, and Hartl (2016) introduced an effective ALNS algorithm to solve the EVRPTW with 

heterogeneous fleet. The performance of the proposed ALNS is tested on various problem sets. 

Considering the existing studies, various solution approaches are introduced to solve the EVRP and its 

variations. Since the VRP is an NP-hard problem, and the EVRP is a generalization of the VRP, the 

EVRP can equally be considered NP-hard in the strong sense (Desaulniers et al., 2016; Zhang, Gajpal, 

Appadoo, & Abdulkader, 2018). Therefore, a metaheuristic algorithm based solution approach is 

employed in most of the studies. Table 1 summarizes the metaheuristic approaches used in the field of 

EVRP. Also, additional components that are integrated with the algorithms are noted in the last 

column of Table 1. The additional components, such as dynamic programming, matheuristic, column 

generation, etc., are used as a subroutine in the algorithms to increase algorithm efficiency. It should 

be noted that only a few studies consider a population based algorithm, in which a discretization step 

is required to represent a solution for EVRP since these algorithms are firs introduced for global 

optimization problems. On the other hand, a permutation order based coding scheme can be used in 

the genetic algorithm (GA), which allows representing a solution for the EVRP without using any 

transformation procedure. However, it should be seen from the Table 1 that a solution improvement 

mechanism is integrated into GA in most of the studies to increase algorithm performance. Based on 

the single solution-based algorithms, the LNS and VNS based algorithms are the most used 

approaches to solve EVRPs. Several variations integrated with different subroutines have been 

introduced in the literature. Here, it should be expressed that the LNS and VNS based algorithms show 

better performance for most of the EVRP variants with regards to the computational results of the 

proposed algorithms. Especially, the adaptive versions of both the algorithms exhibits better 

performance, since their importance weights of local search mechanisms are adjusted during the 

search. Finally, it should be pointed out from Table 1 that only a few studies consider SA or TS, and a 

hybrid structure of SA and TS has not been applied to the EVRP in literature. Furthermore, regarding 

the ETSPTW in particular, the 3P-Heu is the only solution approach considered so far. Comparing 

with the 3P-Heu and other algorithms introduced for the EVRP, the proposed hybrid SA/TS is 

distinctive since it integrates the advantages of both the SA and TS, and operates a number of 

advanced procedures to take forward the search capability of the algorithm. 

 

[Insert Table 1 about here] 
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3. Problem Definition and Model Formulation 

As described by Roberti and Wen (2016), the ETSPTW considers a set of customer and charging 

station locations where each customer location is to be serviced by an electric vehicle in a specific 

time interval. The vehicle starts its tour at the depot with a full battery, which depletes proportionally 

to the distance travelled. Because of the range limit of the current state of electric vehicle technology, 

the vehicle most likely will have to visit one or more public charging stations during the execution of 

its tour. This is allowed at any time and it is assumed that the battery is recharged according to a full 

charging policy. Therefore, the vehicle always departs from a charging station with a full battery. The 

service time at an electric charging station depends on the battery level of the vehicle when it arrives at 

the charging station and the station’s charging rate. The aim of the ETSPTW is to obtain the best route 

plan for the electric vehicle that minimizes the total distance travelled while satisfying the time 

windows and battery capacity constraints. Distinct from the ETSPTW, the ETSPTW-MCR also 

considers the possible charging operations at those customer locations that have their own private 

charging stations. Additionally, different charging rates for the public or private stations are taken into 

account. Charging operations for the ETSPTW-MCR are defined with the following assumptions: 

 Each customer location can possibly own a private charging station with a certain charging 

technology. 

 The electric vehicle can be recharged at any customer location containing a charging station. 

 Assuming that the waiting time of the electric vehicles before the service is a slack time, the 

charging operation at a customer location has to be completed before the service starts at the 

customer. 

 The electric vehicle can complete its visit to a customer without performing a charging operation. 

 For the ETSPTW, Roberti and Wen (2016) also considered partial charging policy and pointed 

out the improvements on total distances by allowing partial charging. To investigate the 

computational feasibility of ETSPTW-MCR and estimate its broadly any potential savings, only a 

full charging policy is taken into account for both public and private charging stations. In case of 

a partial charging policy for the ETSPTW-MCR, reduction on the total distances are most likely 

expected for the electric vehicles. 

 Charging rates at public charging stations or private stations at customer locations can be 

different with respect to the used technology. 

As an illustrative example, Figure 1 shows a route plan that services 15 customer locations 

(C1,…,C15) in which C4, C7, C9, C10, and C13 have their own private charging station. Moreover, 

there exist five available public charging stations (S1,...,S5) at different locations. The percentage 

values on the arcs show the battery level of the electric vehicle when it arrives and departs from a 

location. A value of 100% indicates that the electric vehicle is fully charged. In this example, the route 
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plan includes charging operations at S1, S3, and S4 (public charging stations) and also at C4 and C7 

(private charging stations). 

 

[Insert Figure 1 about here] 

 

According to the problem definition and considered assumptions, the mathematical model of the 

ETSPTW-MCR which is derived from the mathematical model of the ETSPTW proposed by Roberti 

and Wen (2016) is formulated as follows. 

Notations 
0, ܰ + 1  Depot nodes 

 Set of charging stations ܨ

 ܨ ᇱ Set of dummy nodes to allow several visits to each charging station in the set ofܨ

ܸ Set of customers; ܸ = {1,2, … , ܰ} 

଴ܸ, ேܸାଵ Set of customers and depot node; ଴ܸ = ܸ ∪ {0}, ୒ܸାଵ = ܸ ∪ {ܰ + 1} 

ܸᇱ Set of customers and charging stations; ܸᇱ = ܸ ∪  ᇱܨ

଴ܸ
ᇱ, ேܸାଵ

ᇱ  Set of customers, charging stations and depot node; ଴ܸ
ᇱ = ܸᇱ ∪ {0}, ୒ܸାଵ

ᇱ = ܸᇱ ∪ {ܰ + 1} 

݀௜௝ Travelling distance from node i to node j; ∀݅ ∈ ଴ܸ
ᇱ, ݆ ∈  ܸேାଵ

ᇱ , ݅ ≠ ݆ 

݅∀ ;௜௝ Travelling time from node i to node jݐ ∈ ଴ܸ
ᇱ, ݆ ∈  ܸேାଵ

ᇱ , ݅ ≠ ݆ 

݃௜ Recharging rate of the electric vehicle at node i; ∀݅ ∈ ܸᇱ ∪ {0} ∪ {ܰ + 1} 

ℎ Energy consumption rate of the electric vehicle per unit of distance 

ܳ Battery capacity of the electric vehicle 

݁௜ Earliest time to start the service allowed at node i; ∀݅ ∈ ܸ ∪ {0} ∪ {ܰ + 1} 

݈௜ Latest time to start the service allowed at node i; ∀݅ ∈ ܸ ∪ {0} ∪ {ܰ + 1} 

Decision Variables 
 ௜௝ Binary variable and equal to 1 if the electric vehicle travels from node i to node j, 0ݔ

otherwise; ∀݅ ∈ ଴ܸ
ᇱ,    ݆ ∈  ܸேାଵ

ᇱ , ݅ ≠ ݆ 

 ;௜ Binary variable and equal to 1 if the electric vehicle is charged at node i, 0 otherwiseݎ

∀݅ ∈ ܸᇱ ∪ {0} ∪ {ܰ + 1} 

݅∀ ;௜ Decision variable to track the service start time at node i݌ ∈ ܸᇱ ∪ {0} ∪ {ܰ + 1} 

 ;௜ Decision variable to track the battery level of the electric vehicle upon arrival at node iݕ

∀݅ ∈ ܸᇱ ∪ {0} ∪ {ܰ + 1} 

 ௜ Non-negative decision variable to identify the charged battery level of the electric vehicleݓ

at node i; ∀݅ ∈ ܸᇱ ∪ {0} ∪ {ܰ + 1} 
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௜ݓ
ᇱ Non-negative decision variable to identify the idle battery level of the electric vehicle at 

node i; ∀݅ ∈ ܸᇱ ∪ {0} ∪ {ܰ + 1} 

Objective Function 

ݖ ݊݅ܯ = ෍ ෍ ݀௜௝ݔ௜௝
௝∈௏ಿ శభ

ᇲ௜∈௏బ
ᇲ

                                                                                                                                    (1) 

Subject to 

෍ ௜௝ݔ
௝∈௏ಿ శభ

ᇲ

= 1                      ∀݅ ∈ ଴ܸ                                                                                                                      (2) 

෍ ௜௝ݔ
௝∈௏ಿ శభ

ᇲ

≤ ݅∀                      ௜ݎ ∈  ᇱ                                                                                                                      (3)ܨ

෍ ௜௝ݔ
௜∈௏బ

ᇲ

= ෍ ௝௜ݔ
௜∈௏ಿ శభ

ᇲ

            ∀݆ ∈ ܸᇱ                                                                                                                      (4) 

଴݌ = ݁଴                                                                                                                                                                      (5) 

݁௜ ≤ ௜݌ ≤ ݈௜                                                                ∀݅ ∈ ேܸାଵ                                                                           (6) 

௜݌ + ௜௝ݔ௜௝ݐ + ௝݃௝ݓ ≤ ௝݌ + ݈଴൫1 − ݅∀                ௜௝൯ݔ ∈ ଴ܸ
ᇱ,           ∀݆ ∈ ேܸାଵ

ᇱ                                                  (7) 

଴ݕ = ܳ                                                                                                                                                                       (8) 

௝ݕ + ℎ݀௜௝ݔ௜௝ ≤ ௜ݕ + ௜ݓ + ܳ൫1 − ݅∀                 ௜௝൯ݔ ∈ ଴ܸ
ᇱ,           ∀݆ ∈ ேܸାଵ

ᇱ                                                  (9) 

௜ݓ + ௜ݕ = ݅∀                                                           ௜ݎܳ ∈  ᇱ                                                                               (10)ܨ

௜ݓ + ௜ݓ
ᇱ + ௜ݕ = ܳ                                                    ∀݅ ∈ ܸ                                                                                (11) 

௜ݓ ≤ ݅∀                                                                     ௜ݎܳ ∈ ܸ                                                                               (12) 

௜ݓ
ᇱ ≤ ܳ(1 − ݅∀                                                         (௜ݎ ∈ ܸ                                                                               (13) 

The objective function (1) aims to minimize the total travelled distance. Constraints (2) ensure that 

each customer node is visited exactly once and ensures that the tour starts from the depot node. 

Constraints (3) guarantee that each dummy charging station node can be visited at most once if it is 

used by the electric vehicle for a recharging operation. Constraints (4) maintain the flow continuity for 

the route plan. Constraint (5) sets the service start time at the depot equal to its earliest time window 

bound. Constraints (6) ensure that the depot node and each customer node have to be visited within 

their time windows. Constraints (7) track the service start times at customer, charging station and 

depot nodes by considering the charging times. Constraints (8)-(13) determine the battery levels of the 

electric vehicle at each node. Constraint (8) ensures that the electric vehicle starts its tour with a full 

battery. Constraints (9) determine the arrival battery level and possible charging operation at the 

predecessor node. Constraints (10)-(13) determine the charging amounts of the electric vehicle at the 

customer or charging station nodes following a full charging policy. For these constraints, it is 

assumed that a charging station is set up at each customer location. However, if the charging stations 

are set up at only some of the customer nodes, constraints (12) can be replaced with constraints (14) 
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by defining a new given parameter ݏ௜ which takes the value 1 if a charging station is set up at customer 

node i, 0 otherwise; ∀݅ ∈ ܸ. 

௜ݓ ≤ ݅∀                                                                 ௜ݎ௜ݏܳ ∈ ܸ                                                                                (14) 

 

4. Proposed Algorithm 

This section presents the details of the proposed hybrid SA/TS which integrates a TS algorithm within 

an SA algorithm. Simulated annealing is first introduced by Kirkpatrick, Gelatt, and Vecchi (1983) 

and is a stochastic search that has been successfully applied to many combinatorial optimization 

problems owing to its stochastic solution acceptance procedure. Tabu search, which is another 

efficient heuristic algorithm to solve combinatorial optimization problems, is first introduced by 

Glover in 1986 and uses a memory mechanism to prevent the search from cycling back to previously 

visited solutions (Glover, 1989, 1990). Considering the accomplished solution acceptance procedure 

of the SA and the cycling-avoidance memory mechanism of the TS, several hybrid structures of SA 

and TS can be found in the literature. Distinct from the existing hybrid structures of SA and TS, the 

proposed hybrid SA/TS uses two different types of tabu lists to escape local optima and operates a 

dynamic programming procedure to generate charging operation plans optimally for a given customer-

only route. Similar to the 3P-Heu introduced by Roberti and Wen (2016), the proposed hybrid SA/TS 

optimizes the ETSPTW-MCR in two stages. First, the algorithm searches the solution space 

considering TSPTW constraints. Then, a dynamic programming procedure, called ݊݋݅ݐݎ݁ݏ݊݅_݊݋݅ݐܽݐݏ, 

is carried out to obtain a feasible solution for the ETSPTW-MCR. The overall framework of the 

hybrid SA/TS is presented in Algorithm 1 and explained in more detail in the following sub sections. 

 

[Insert Algorithm 1 about here] 

 

4.1. Preprocessing 

In order to reduce the computational time of the algorithm, a preprocessing step is carried out. First, 

the arcs resulting in infeasibilities with respect to time windows are eliminated if they satisfy one of 

the following conditions: 

݁௜ + ݀௜௝ > ௝݈                                       ∀݅ ∈ ଴ܸ,               ∀݆ ∈ ேܸାଵ 

݁௜ + ݀௜௝ + ௝݀ ேାଵ > ݈ேାଵ                 ∀݅ ∈ ଴ܸ,               ∀݆ ∈ V 

After elimination of the infeasible arcs, all feasible paths and their distances between the 

customer/depot nodes are determined. In addition, for each path, the minimum required battery level 

from the start point of the path to its successor is determined to be used in the ݊݋݅ݐݎ݁ݏ݊݅_݊݋݅ݐܽݐݏ 

subroutine, where the electric vehicle arrives at a customer location with less than the minimum 
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required battery level to reach the next location, then this solution is specified as infeasible. Finally, 

unnecessary paths are removed according to the five dominance rules given by Roberti and Wen 

(2016). 

4.2.  Initialization 

The hybrid SA/TS operates on two different solutions: ࢄ and ࢅ, both consist of a permutation order of 

customer locations and represent the TSPTW and ETSPTW-MCR solutions in the algorithm, 

respectively. The algorithm operates on the ࢄ solution in the first stage of the search procedure and on 

the ࢅ solution in the ETSPTW-MCR procedure. The best found TSPTW solution ࢄ∗ and the best 

found ETSPTW-MCR solution ࢅ∗ are stored during the search procedure and updated when a better 

solution is observed for TSPTW or ETSPTW-MCR, respectively. 

The solution ࢄ is initialized with a permutation of customer nodes according to an increasing value of 

݈௜. This order is not guaranteed to provide a feasible solution with respect to the allowed time 

windows. However, comparing with a randomly generated solution, it was found that this initial 

solution resulted in reaching a time-feasible solution quicker. 

Since the hybrid SA/TS requires a time-feasible ࢄ and a time and battery-feasible ࢅ, two operations 

are applied during the initialization. In the first operation, a set of local search procedures, specified in 

the following subsection, are randomly applied to get a time-feasible route plan for the electric vehicle. 

This operator has a similar structure as the “݈ܾ݉ܽ݇݁݁݅ݏ݂ܽ݁ݓݐ” operator introduced by Roberti and 

Wen (2016). For these local searches, the objective function used is the summation of all delays 

(∑ ,0}ݔܽ݉ ௜݌ − ݈௜}௜∈௏ᇲ ) at customer and depot locations. Until a time-feasible route is obtained, i.e. the 

objective function is greater than zero, randomly selected local searches are applied to ࢄ. 

In the second operation, a completely feasible route plan ࢅ for the electric vehicle is determined from 

 for a specific number of iterations ࢄ Several local search procedures are randomly applied to .ࢄ

 However, different from the first operations, only feasible moves with regard to the time .(ݎ݁ݐ݅_ݐ݅݊݅)

window constraints are considered in this phase. After each local search procedure, the 

 if the solution is not present in the tabu list. After the ࢄ subroutine is applied to ݊݋݅ݐݎ݁ݏ݊݅_݊݋݅ݐܽݐݏ

 is updated if a feasible ∗ࢅ subroutine, the initialization procedure is terminated and ݊݋݅ݐݎ݁ݏ݊݅_݊݋݅ݐܽݐݏ

solution for ETSPTW-MCR is obtained. Otherwise, the algorithm continues with the local search 

procedure to create new solutions. At the end of the ݅݊݅ݎ݁ݐ݅_ݐ, the algorithm is restarted by perturbing 

the ࢄ if a feasible solution ࢅ is still not obtained. The pseudo code of the initialization procedure is 

given in Algorithm 2. 

 

[Insert Algorithm 2 about here] 
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4.3.  Local search 

During the local search procedure, the hybrid SA/TS considers a set of moves consisting of 1-shift, 2-

opt, and swapping operations. At each iteration, the algorithm randomly selects a move and applies it 

to ࢄ in order to obtain a new solution ࢄᇱ. The details of the moves are presented by Gendreau, Hertz, 

Laporte, and Stan (1998), Ohlmann and Thomas (2007), Da Silva and Urrutia (2010), and Mladenović, 

Todosijević, and Urošević (2012). For each local search application, a best improvement strategy is 

used. As described by Da Silva and Urrutia (2010), the shifting operators are applied by considering 

backward and forward movements. Figure 2 represents an illustrative example of the considered three 

move operations. In detail, Figure 2b-d show the results of 1-shift, 2-opt, and swap operations when 

they applied to the route given in Figure 2a. 

 

[Insert Figure 2 about here] 

 

In addition to the moves described above, a perturbation operator is used to diversify the solution. The 

perturbation operator removes a number of customer nodes from the route, where the number of 

customer nodes to be removed is specified with parameter ܴ, and inserts them into the route randomly. 

For the customer insertion, the time windows restrictions are ignored in this step. At the end of the 

perturbation, as in the initialization step, the local search procedures are iteratively applied to the route 

until it becomes feasible with respect to the time windows restrictions. The application frequency of 

the perturbation operator in the algorithm is controlled by the parameter ݊݋݅ݐܾܽݎݑݐݎ݁݌. 

4.4. Tabu List Structure 

Two different tabu lists are used in the hybrid SA/TS, which are independent from each other. The 

first tabu list is used to escape from local minima during the local search procedure by storing move 

information of the move operations. This structure not only stores the node information changed in the 

move, but also keeps the used local search procedure information. After each local search procedure, 

an accepted move is simply added to the tabu list memory according to the nodes changed and the 

local search type used in the related move. The stored information in the tabu list is used to prohibit 

the same nodes for a number of iterations to avoid recreation of a solution feature of the previous 

solution. Furthermore, the aspiration criterion of TS is taken into account for the first tabu list, which 

means that a move that is declared tabu will still be accepted if it provides a better solution than the 

 ଵ. If the tabu list length exceedsܮܶ The length of the first tabu list is controlled by the parameter .∗ࢄ

 ଵ, the oldest information in the tabu list is removed. For instance to the first tabu list structure, letܮܶ

the nodes changed in the route at the end of a swap operation be ݅ and ݆, respectively. This information 
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is added to the first tabu list as “݌ݓܽݏ/݅/݆”. Then, a swap operation of node ݅ and node ݆ is not 

allowed during the next ܶܮଵ iterations. Here, it should be noted that, the tabu list does not restrict the 

inverse move of these nodes, which means that node ݆ and node ݅ can be swapped to generate new 

solution. 

Distinct from the first tabu list, the second tabu list avoids applying the station insertion procedure to a 

solution that has been investigated before. Since the station insertion procedure is time consuming for 

the algorithm, the second tabu list is operated to keep critical information of a route to avoid redundant 

computations. It was found that using the first and last customer of a route and the arrival times at the 

first and last customer are sufficient to avoid applying the insertion procedure multiple times to the 

same solution. When the station insertion procedure is carried out for a newly generated ࢄ, the 

specified information is added to the second tabu list. The second tabu list is controlled by the 

parameter ܶܮଶ, and as in the first tabu list, the oldest information is removed when the tabu list length 

exceeds ܶܮଶ. 

4.5.  Evaluation of the TSPTW solution for the ETSPTW-MCR 

After generating a new solution ࢄᇱ at the end of the local search procedure, the ݊݋݅ݐݎ݁ݏ݊݅_݊݋݅ݐܽݐݏ is 

carried out to obtain ࢅ for the ETSPTW-MCR, if ݂(ࢄᇱ) <  and at least one of the following two (∗ࢅ)݂

criteria is satisfied. Firstly, ࢄᇱ is not tabu with respect to the second tabu list. Secondly, ࢄᇱ has more 

slack time than ࢅ∗, i.e. ݈݇ܿܽݏ(ࢄᇱ) >  The total slack time of the customers, defined as .(∗ࢅ)݈݇ܿܽݏ

 is calculated to determine the potential available charging time of the electric vehicle as ,(ᇱࢄ)݈݇ܿܽݏ

follows: 

(ᇱࢄ)݈݇ܿܽݏ = ෍ ݈௜ − ௜݌
௜∈௏ಿ శభ

ᇲ

 

The ݊݋݅ݐݎ݁ݏ݊݅_݊݋݅ݐܽݐݏ procedure finds the best station insertion for a given route consisting only of 

customer nodes by using a dynamic programming approach introduced by Roberti and Wen (2016). 

The dynamic programming approach is also used by Desaulniers et al. (2016), and Schiffer and 

Walther (2018a, b) effectively to solve EVRP variants. The procedure inserts the predetermined paths 

between the customer pairs one by one to obtain the best solution for the ETSPTW-MCR. Figure 3 

presents illustrative examples of four different types of paths that can occur between a pair of 

customer nodes. The first case is a path between two customers without any charging operations and is 

shown in Figure 3a. Figure 3b shows routes including public charging station visits, in which the 

electric vehicle is recharged at one or more public charging stations. Here, it should be noted for the 

partial charging policy that only one possible outcome for battery level of the electric vehicle is shown 

at the successor customer node. However, battery level of the electric vehicle can be variable 

dependent on the charging time at the station. Therefore, different states for the battery levels are 
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possible for partial charging policy.  In case, a private charging station is installed at the successor 

customer node, the electric vehicle can be recharged at that location as seen in Figure 3c-d. 

 

[Insert Figure 3 about here] 

 

Since a full charging policy is taken into account in this study, battery levels and charging times after 

the first customer location of the paths can be determined in the preprocessing part. For instance, 

considering a path consisting of three locations (݅, ݇, ݆), where ݅ and ݆ are customers and ݇ is a public 

charging station, the battery level of the electric vehicle is always ܳ − ℎ݀௞௝ at location ݆. In addition, 

the arrival time at ݆ can be determined by only using the battery level of the electric vehicle at 

customer location ݅ because the travel times between the locations are fixed. In this way, the dynamic 

programming labels are calculated in shorter processing times. In addition to the original structure of 

the dynamic programming approach of Roberti and Wen (2016), the ݊݋݅ݐݎ݁ݏ݊݅_݊݋݅ݐܽݐݏ procedure 

used in the hybrid SA/TS is improved by adapting the minimum required battery levels for the paths to 

speed up the computations. With this restriction, a new label can only be considered if the minimum 

battery level of the label is sufficient to reach the next customer location or a public charging station. 

The pseudo code of the ݊݋݅ݐݎ݁ݏ݊݅_݊݋݅ݐܽݐݏ procedure is given in Algorithm 3. 

 

[Insert Algorithm 3 about here] 

 

 
4.6.  Solution acceptance and cooling procedure 

At the end of the main loop of the algorithm, a newly generated ࢄᇱ is accepted or rejected based on the 

solution acceptance policy of SA. On the other hand, ࢅ∗ is updated when the ݊݋݅ݐݎ݁ݏ݊݅_݊݋݅ݐܽݐݏ 

procedure is carried out for a new generated solution ࢄᇱ, where ࢅ is accepted as ࢅ∗if and only if  

(ࢅ)݂ <  a decrease of ,ࢄ in the hybrid SA/TS is dependent on ࢅ Since the solution quality of  .(∗ࢅ)݂

 However, preliminary tests showed that a good .(ࢅ)݂ can potentially result in a reduction of (ࢄ)݂

solution for the TSPTW does not always correspond to a good solution for the ETSPTW or ETSPTW-

MCR. Therefore, the SA is adjusted with an additional parameter ߱ ∈ [0,1], which controls whether 

the search is continued from ࢅ∗. In this way, the algorithm can escape from the ࢄ related local 

minimum. The adjusted acceptance procedure works as follows: the algorithm continues with a new 

solution ࢄᇱ, if ݂(ࢄᇱ) ≤ ்/∆ି݁ or (ࢄ)݂ > =∆ where ,݀݊ݎ (ᇱࢄ)݂ −  ݀݊ݎ is the temperature, and ܶ ,(ࢄ)݂

is a randomly generated number between 0 and 1. Otherwise the algorithm randomly continues with ࢄ 

or ࢅ∗ according to the probabilities of ߱ and 1 − ߱, respectively. In case ࢅ∗ is selected, the route 
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information of the solution is copied to ࢄ by ignoring the charging station nodes. The temperature of 

the hybrid SA/TS is controlled by using a cooling ratio (ܿ) and cooling length (ܮܥ), where ܶ is 

reduced by multiplying with ܿ at the end of each ܮܥ iterations. After the cooling procedure, the 

algorithm continues to search or stops at the end of the maximum iteration number (max_݅ݎ݁ݐ). 

Algorithm 4 presents the pseudo code of the hybrid SA/TS procedure described above, in which 

integration of the SA, TS, local search, and ݊݋݅ݐݎ݁ݏ݊݅_݊݋݅ݐܽݐݏ procedures are given in more detail. 

 

[Insert Algorithm 4 about here] 

 

5. Computational Results and Discussions 

In order to validate the performance of the proposed hybrid SA/TS, extensive computational 

experiments are performed. The experiments are split into three parts according to problem type: 

TSPTW, ETSPTW, and ETSPTW-MCR. For the computations, two well-known problem sets for the 

TSPTW and their extensions are solved by the hybrid SA/TS using an Intel(R) Core(TM) i7-7500U 

CPU @ 2.7GHz with 16 GB RAM. This section initially presents the structure of the considered 

problem sets and parameter tuning studies for the hybrid SA/TS. Then, the results of the proposed 

hybrid SA/TS and comparisons with recent existing solution methodologies are given in the following 

subsections for each problem type. Finally, strengths and limitations of the proposed algorithm, and 

managerial insights of the results are discussed in the last subsection. 

5.1.  Benchmark problems 

Because the TSPTW has been studied by many researchers, there exist various benchmark problem 

sets in the literature generated for the TSPTW. However, there exist only two different problem sets 

for the ETSPTW introduced by Roberti and Wen (2016) which are extensions of the TSPTW problem 

sets proposed by Gendreau et al. (1998) and Ohlmann and Thomas (2007). Therefore, the 

computational studies for the TSPTW, ETSPTW and ETSPTW-MCR are carried out based on these 

problems in order to make fair comparisons between the algorithms. 

For the first part of the computational studies, we used the original TSPTW problem sets proposed by 

Gendreau et al. (1998) and Ohlmann and Thomas (2007), which we will refer to as the G and OT sets, 

respectively. The G problem set consists of 140 instances grouped into 28 cases where the number of 

customer nodes varies between 20 and 100. The OT problem set contains 25 instances grouped into 5 

cases with a larger number of customer nodes: 150 and 200 customer nodes. 

The second part of the computational studies are carried out by using the ETSPTW problems 

introduced by Roberti and Wen (2016) derived from the G and OT problems. In order to create small 

sized problems, the authors used the G dataset instances with 20 customers consisting of 25 instances. 
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Large sized problems are generated by using all the OT problems. Each TSPTW instance is adapted to 

ETSPTW by adding a number of charging station (either 5 or 10) locations. One of them is at the 

depot node location, and the other charging station locations are identified in a systematic way to 

obtain a feasible solution for the problem. For the charging operations, the energy consumption rate 

and the charging rate are fixed to 1 and 0.25, respectively. Or put otherwise, the energy consumption 

rate is chosen such that the required charge for travelling a given arc is equal to the distance of the arc 

for each instance. Similarly, the recharging time of one unit of battery level is always equal to 0.25 

time units at the public charging stations. The vehicle’s battery capacity is specified with respect to the 

best known solution of the corresponding TSPTW instance. Finally, time windows of the customer 

locations are modified for some of the instances in order to guarantee a feasible solution. In total, 100 

test instances are proposed for the ETSPTW where the instances are grouped as follows: 

 25 small sized instances with 5 charging stations generated by using the G dataset (called G-E5) 

 25 small sized instances with 10 charging stations generated by using the G dataset (called G-

E10) 

 25 large sized instances with 5 charging stations generated by using the OT dataset (called OT-

E5) 

 25 large sized instances with 10 charging stations generated by using the OT dataset (called OT-

E10) 

For the ETSPTW-MCR computations, the ETSPTW problems are simply adapted by randomly 

selecting customer locations to be designated as containing a private charging station. For the private 

charging stations, three cases are considered to extend the ETSPTW problems: 30%, 70% and 100% 

of the customers have their own private charging stations. This percentage is referred to as the private 

charging station ratio. Since the customers are randomly located in the G and OT datasets, private 

charging stations are simply chosen by selecting the first 30%, 70% and 100% customer locations. For 

these stations, a slow or normal charging technology is assumed. Therefore, the charging rate is fixed 

to 1.5. 

The new problem sets for the ETSPTW-MCR are identified by using the MCR(ߩ) term where ߩ is the 

private charging station construction ratio. According to the ߩ value, the number of private charging 

stations for the ETSPTW-MCR problem set are identified as follows: In small sized instances, first 6, 

14, and 20 customers contain a private charging station with respect to the charging station ratio. For 

instance, G-E5-MCR(30%) problems are formed by using the G-E5 problem set where the first 6 

customers have a private charging station for each instance. In the same manner, the number of private 

charging stations in the large sized instances, in which the problems consist of 150 customer locations, 

are 45, 100, and 150. Finally, the number of private charging stations for the remaining instances with 

200 customer locations are 60, 140, and 200. Figure 4 presents an illustrative graph representation for 

the first instance of OT-E5-MCR(30%) dataset, in which the depot node with a public charging station, 
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public charging stations, customer locations and private charging station at customer locations are 

shown. The ETSPTW and ETSPTW-MCR problem sets, and details of the computational results 

presented in the following subsections are available at [dataset] 

http://dx.doi.org/10.17632/s2xcd2hpzy.1. 

 

[Insert Figure 4 about here] 

 

5.2.  Parameter tuning 

Most of the heuristic algorithms work with a set of parameters and the performance of the algorithms 

are strongly related with their parameter values. In order to find suitable parameters, different 

approaches are introduced in the literature, such as, hand-made tuning, tuning by analogy, 

experimental design based tuning, search based tuning, and hybrid tuning (Montero, Riff, & Neveu, 

2014). Among them, experimental design based tuning methods, or search based tuning methods are 

found to be more successful to obtain good parameters. This is especially the case for the algorithms 

having a large number of parameters. However, these tuning methods can be time consuming when a 

large number of problems or complex algorithms are taken into account for the experiments (Adenso-

Diaz & Laguna, 2006; Coy, Golden, Runger, & Wasil, 2001; Hutter, Hoos, & Stützle, 2007). 

Therefore, a straightforward tuning method inspired from the study proposed by Keskin and Çatay 

(2016) is used in the hybrid SA/TS. By selecting five different problems from the OT-E5 dataset and 

setting the max_݅ݎ݁ݐ number to 15000 and ଴ܶ = 10000, the parameter values of the hybrid SA/TS are 

determined as follows: ܿ = ܮܥ ,0.95 = ଵܮܶ ,100 = ଶܮܶ ,400 = ݊݋݅ݐܾܽݎݑݐݎ݁݌ ,75 = 500, ܴ = 30, 

߱ = 0.7, and ݅݊݅ݎ݁ݐ݅_ݐ = 100. Details of the parameter tuning study and results are given in 

Appendix A. 

5.3.  Computational results for the TSPTW 

The first part of the computational studies is carried out to identify the performance of the proposed 

hybrid SA/TS for the TSPTW. For these computations, the proposed algorithm is adapted to TSPTW 

by ignoring the station_insertion procedure for ETSPTW. Table 2 and Table 3 show the results of the 

experiments for G and OT data sets, respectively, and compare the hybrid SA/TS solution with three 

metaheuristic approaches proposed for the TSPTW: a compressed annealing (CA) algorithm 

introduced by Ohlmann and Thomas (2007), a GVNS algorithm introduced by Da Silva and Urrutia 

(2010), and a variable iterated greedy VNS algorithm (VIG_VNS) introduced by Karabulut and 

Tesgetiren (2014). In addition to CA, GVNS, and VIG-VNS, Table 3 compares the hybrid SA/TS with 

3P-Heu proposed by Roberti and Wen (2016). The columns ஻݂, ஺݂, ߪ, and (ݏ)ݐ for each heuristic 

algorithm present the best result of 10 runs, the average result of the 10 runs, the standard deviation of 
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the runs, and the average computational time of the runs in seconds, respectively. New best results 

obtained by the hybrid SA/TS are pointed out with the bold characters in the tables. 

 

[Insert Table 2 about here] 

 

[Insert Table 3 about here] 

 

 

Table 2 shows that for the G dataset, one new best solution is found by the hybrid SA/TS. For the 

other problems, the hybrid SA/TS yielded the same results as the GVNS and VIG_VNS approaches 

which are also better than the CA results. Moreover, the hybrid SA/TS provides better average results 

with smaller standard deviations with respect to the CA and GVNS. On the other hand, a better 

average result is found by VIG_VNS with a 0.1 difference with respect to the hybrid SA/TS. When the 

average results of the experiments for the G dataset are analyzed, it should be emphasized that the 

hybrid SA/TS outperforms the CA and GVNS and finds better results with smaller CPU times. Similar 

results are also observed for the OT dataset which are presented in Table 3. For these computations, 

the hybrid SA/TS provided better average results for three problem groups. According to the average 

results of the heuristic methods, a better performance is provided by the hybrid SA/TS. In addition to 

the CA and GVNS, the hybrid SA/TS additionally outperforms the VIG_VNS by finding better results 

with smaller CPU times for the OT dataset. As a result of the TSPTW experiments, it should be noted 

that the proposed hybrid SA/TS is capable of consistently finding high-quality results compared to the 

CA, GVNS, VIG_VNS, and 3P-Heu algorithms. 

 
5.4.  Computational results for the ETSPTW 

Following the TSPTW computations, the hybrid SA/TS is carried out for the ETSPTW problems by 

considering both full and partial charging policies. To implement the partial charging policy in the 

hybrid SA/TS, the ݊݋݅ݐݎ݁ݏ݊݅_݊݋݅ݐܽݐݏ procedure is extended by allowing additional labels with partial 

battery level for the charging operations as described by Roberti and Wen (2016). In Appendix B, 

Tables B.1-4 introduce the computational results of the hybrid SA/TS and comparisons with 3P-Heu 

for the G-E5, G-E10, OT-E5, and OT-E10 datasets, respectively. In order to specify the solution 

quality of the proposed algorithm, the percentage gaps between the hybrid SA/TS and 3P-Heu 

solutions are given in the tables by considering the best and average results as follows. 

3ܲ%஻ = ஻݂(Hybrid SA/TS) − ஻݂(3P-Heu)

஻݂(3P-Heu) × 100% 
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3ܲ%஺ = ஺݂(Hybrid SA/TS) − ஺݂(3P-Heu)

஺݂(3P-Heu) × 100% 

In addition to the percentage gaps, the columns specified with ݊ݏ௉ represent the number of public 

charging stations visits for the solutions. Table 4 summarizes the results obtained by the hybrid SA/TS 

and comparisons based on the average solutions. 

For the small sized instances, our algorithm found the optimal solutions as found by Roberti and Wen 

(2016). Moreover, when the hybrid SA/TS is compared with the 3P-Heu, the proposed hybrid 

algorithm obtained better results for two G-E5 instances. Regarding the number of charging station 

visits, it should be noted that different values for ݊ݏ௉ are observed for some of the instances because 

of alternative optimal solutions. 

 

[Insert Table 4 about here] 

 

Considering the large sized instances, the performance of the hybrid SA/TS is more evident with 

respect to the 3P-Heu. Comparing the best results of the algorithms, 26 new best results are obtained 

by the hybrid SA/TS. For the remaining problems, the results of the hybrid SA/TS are the same as the 

3P-Heu results except for two instances. Regarding the best results, the hybrid SA/TS provides a 

0.22% and 0.15% improvement on average for the OT-E5, and OT-E10 problems, respectively. 

Similarly, the average results of the hybrid SA/TS are better than the 3P-Heu. 

With respect to the computational effort, the average required CPU time of the hybrid SA/TS is 

slightly more than the 3P-Heu due to the station insertion procedure calls in the algorithms, where the 

3P-Heu calls the dynamic programming procedure almost 500 times (maximum iteration number) 

while this value is mostly more than a thousand times for our algorithm even for small sized problems. 

Nevertheless, an increase of a few seconds on the computational time can be reasonable for the hybrid 

SA/TS in order to obtain better results. 

5.5.  Computational results for the ETSPTW-MCR 

The final part of the computational studies is carried out for the small and large sized ETSPTW-MCR 

problems. For the small sized instances, the results of the hybrid SA/TS are compared with the 

GUROBI 7.0.1 solutions obtained with a two hour time limitation. In addition to the comparisons 

between the hybrid SA/TS and GUROBI solver, the ETSPTW-MCR and ETSPTW results are 

analyzed for both small and large sized instances. Table 5 and Table 6 present the GUROBI solver 

solutions for the small sized instances. The columns labelled ݌ܽܩ ,ܤܮ ,ܲܫܯ%, and (ݏ)ݐ in the tables 

indicate the mixed integer programming result, lower bound of the solution, optimality gap of the 

solution, and solution time of the GUROBI, respectively.  
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[Insert Table 5 about here] 

 

[Insert Table 6 about here] 

 

In addition to the GUROBI results, Table 7 summarizes the average results obtained by hybrid SA/TS 

for both the small and large sized ETSPTW-MCR instances, where the details of the results are 

presented in Appendix C. The column labelled with ݊ݏ஼ in Table 7 denotes the number of private 

charging station visits at customer locations as distinct from the public charging station visits. 

Moreover, Table 7 presents two different comparisons for the hybrid SA/TS solutions with the 

columns labelled ݌ܽܩ% and ݌ܽܩ .%ܹܶܧ% specifies the optimality gap between the best solution of 

the hybrid SA/TS and ܤܮ of the GUROBI for the small sized ETSPTW-MCR instances. On the other 

hand, ܹܶܧ% indicates the percentage gap between the best solution of the hybrid SA/TS for the 

ETSPTW-MCR and best found solution of ETSPTW as follows. 

%ܹܶܧ = ஻݂(ETSPTW-MCR) − ஻݂(ETSPTW)

஻݂(ETSPTW) × 100% 

 

[Insert Table 7 about here] 

 

The results of the computations for small sized ETSPTW-MCR instances show that the hybrid SA/TS 

found the optimal solutions for the instances whose optimality are proven by the GUROBI. For the 

remaining problems, the same results with the ܲܫܯ of GUROBI or better results are found by the 

hybrid SA/TS. Comparing the ETSPTW-MCR results with ETSPTW results, a considerable reduction 

on travelled distance is observed for most of the instances, where the average savings are more than 

1.50% for the G-E5-MCR(30-100%) and 0.60% for the G-E10-MCR(30-100%) problem sets. 

Moreover, it can be concluded from the table that charging at customer locations leads to less charging 

operations at public charging stations. 

For the large sized ETSPTW-MCR problems, the results show that significant distance savings are 

found for most of the instances with up to 3.04% by charging the electric vehicle at private charging 

stations. When the average ܹܶܧ% are analyzed with respect to private charging station construction 

ratio, higher decreases are observed for the OT-E5-MCR(100%) and OT-E10-MCR(100%) problems. 

As a result of the computations, it should be concluded that the charging at private charging stations 

can potentially reduce the charging operations at public charging stations, even though the recharging 
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times at private charging stations are longer. Therefore, considerable distance savings can be provided 

for the ETPSTW by constructing private charging stations at customer locations. 

5.6.  Discussions 

In this sub section, the performance of the proposed solution methodology, its strengths, and 

weaknesses, and managerial insights of the results are discussed. 

5.6.1. Performance of the proposed algorithm 

The computational results presented in previous subsections show the efficiency and the robustness of 

the proposed solution methodology. For both the ETSPTW and ETSPTW-MCR, exact solvers are 

capable of finding the optimal solution for only small sized problems, insomuch that an optimal 

solution cannot be found for some of the cases in a specified time limit even though the small sized 

instances considered in this study consist of only 20 customer nodes. Therefore, an efficient 

metaheuristic algorithm is more practicable for the real-life applications to find a solution in a 

reasonable time. With this in mind, the hybrid SA/TS algorithm shows superior performance and 

outperforms competitor algorithms with regard to solution quality. Another interesting observation of 

the results is the stability of the hybrid SA/TS solutions. It can be clearly seen from the experiments 

that the standard deviations of most of the results are zero or close to zero. Comparing with the other 

considered algorithms, a better solution is observed for most of the cases. Therefore, the proposed 

algorithms can be efficiently applied for the route planning of electric vehicles in real-life logistics 

activities. 

Another critical issue on the algorithm performance is parameter tuning. Similar to most of the 

metaheuristic algorithms, the tuned parameter set directly affects the performance of the algorithm. 

Hence, a parameter tuning study is made in order to find the best parameter values for the hybrid 

SA/TS. In addition to the principal parameters of the SA and TS, other parameters used in the 

algorithm have the potential to improve the solution quality. In preliminary experiments, it is observed 

that most of the parameter values of the hybrid SA/TS depend on the problem and its size. Therefore, 

it is possible to obtain better results for the TSPTW, ETSPTW, and ETSPTW-MCR problems in case 

a problem-based parameter tuning approach is considered. 

Finally, comparing with the competitor algorithms considered in the study, the hybrid SA/TS could 

reach the solutions in similar CPU times in general. However, it is difficult to make a fair comparison 

between the algorithms since the computations are performed on different technological environments. 

5.6.2. Strengths and limitation of the proposed algorithm 

We can identify the following strengths of the proposed solution approach compared to existing 

approaches in the literature: 
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i. The hybrid SA/TS integrates the stochastic solution acceptance procedure of SA and tabu list 

structure of TS. Both structures increase the diversification capability of the search with 

regards to SA and TS. 

ii. The modified solution acceptance procedure allows to continue the search from the best found 

ETSPTW-MCR result. As such, the algorithm can escape from the local minimum caused by 

the local search procedure of the algorithm that only considers time windows constraints 

during the neighborhood generation. 

iii. The hybrid SA/TS operates two different tabu lists. The first tabu list stores move information 

of the local search procedure as in the traditional TS. The second tabu list is used to avoid 

applying the ݊݋݅ݐݎ݁ݏ݊݅_݊݋݅ݐܽݐݏ procedure to a solution that has been investigated before. The 

modified tabu list structure significantly reduces the duplicate computations during the search. 

iv. Although, the improved dynamic programming procedure works in the same logic as in the 

3P-Heu, reduced computational times are achieved thanks to the additional procedures. 

v.  An advanced local search mechanism integrated with perturbation operator is applied in the 

algorithm. 

In contrast, the following possible weaknesses should be considered: 

i. During the search, the ݊݋݅ݐݎ݁ݏ݊݅_݊݋݅ݐܽݐݏ is carried out for only promising ࢄ solutions since 

the dynamic programming procedure is too time consuming. However, a better ࢄ solution 

does not always guarantee a better time and battery-feasible solution. Because of all time-

feasible solutions are not investigated, the proposed approach may fail to notice a new better 

time and battery-feasible route. 

ii. Compared to the heuristic based station insertion procedures used in the existing solution 

approaches, the ݊݋݅ݐݎ݁ݏ݊݅_݊݋݅ݐܽݐݏ increases the processing time of the algorithm. 

iii. Since the hybrid SA/TS is a single solution based approach, a solution generated in each 

iteration does not interact with any other solution as in the population based approaches. 

iv. The proposed algorithm works with a lot of parameters, which have to be well tuned to 

increase algorithm efficiency. 

5.6.3. Managerial insights 

Comparing with the ETSPTW results, the ETSPTW-MCR provides a reduction in total travel distance 

since fewer public charging station visits are required when private charging stations are available at 

customer locations. Up to 5.02% distance savings are obtained in the experiments when private 

charging stations are used. The average number of public charging station visits is reduced from about 

3.4 to 2.4 for small sized instances and from about 7.5 to 6.2 for large sized instances. The effects of 

private charging stations is more evident when the ETSPTW and ETSPTW-MCR results are compared 

to the TSPTW results. For the small sized instances, public charging station usage in ETSPTW 

increases the average TSPTW result from 238.8 to 247.8 and 243.4 for G-E5 and G-E10 problems, 
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respectively. With the private charging stations, these values are reduced to 243.2 and 241.4, which 

show that the increases on the travel distance caused by the public charging station visits are reduced 

up to 49.4%. Similar reductions are observed for the large sized problems. As a result, construction of 

a private charging station at a customer location potentially provides time and distance reductions for 

the delivery operations since the electric vehicle can be recharged while waiting at the customer 

location. It should be noted that, a visit to a customer location for just recharging the battery is not 

allowed in this study since each customer location can be visited only once. In case more than one 

visit to customer location is allowed, more reduction can be achieved. Considering these savings, 

logistics companies can evaluate the tradeoff between the investment cost of private charging stations 

and the additional operational cost when only public charging stations are used. In practice, the Level 

1 charging stations are cost-free because electric vehicles come with a basic charger which can plug 

into a standard outlets. On the other hand, the cost of Level 2 charging stations are available with 

~$1000 in the present market. Furthermore, charging the battery is more expensive from a public 

charging stations, such as recharging cost of an electric vehicle at home or office is about 2-3€ in most 

of EU countries while this cost is 10-12€ for public charging stations. Considering that Level 1 and 2 

charging technologies are more suitable for a private charging station, an investment on this field may 

pay for itself in a short time. 

Another important outcome of the results is the impact of number of private charging stations. When 

the three different levels of MCR(ߩ) are compared, smaller total travel distances and fewer public 

charging station visits are observed on average when all customer locations include private charging 

stations. The distance savings according to the ETSPTW increase from 1.14% to 1.76% and from 

0.60% to 0.88% for the G-E5-MCR(ߩ) and G-E10-MCR(ߩ) instances, respectively. A similar effect is 

observed for the large sized instances. However, for some of the instances, the same results are 

observed in each level of MCR(ߩ) which show that a small number of private charging stations may be 

sufficient in some cases. Therefore, the number of private charging stations that will be established at 

customer locations has to be well evaluated by the decision-makers since it is considered as a strategic 

decision. 

In addition to the effects of the number of private charging stations on the total costs, the problem data 

also affects the route plans. One of the critical points in the problem data are the customer time 

window intervals, which may increase or decrease the number of visits to the private charging stations. 

For instance, the time intervals in the last three group instances in the small sized problems 

(n20w160s5, n20w180s5, and n20w200s5) are larger than the time intervals in the first two group 

instances (n20w120s5, and n20w140s5). Results of these problems show that less private charging 

stations are used in the instances whose time windows interval are tight. On the other hand, the 

distance between the nodes is another important factor for charging station visits. Considering the 

benchmark problem used in this study, distances between the customer locations and charging stations 
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are very small as in the urban transportation. However, some real-life problems may have clusters of 

customers in different cities that require long travels between the clusters such as intercity 

transportation. For such a case, it should be obviously expressed that the usage of the private charging 

stations will be higher compared to the problems considered in this study. 

Finally, considering the operational decision-making processes of the companies, it is crucial to find 

efficient plans in shorter computational times. It should be noted that the hybrid SA/TS is performed 

on a single thread. By adapting the algorithm to multi-threading, decision-makers can obtain the 

routing plans in much shorter CPU times. 

6. Conclusion 

In this paper, we introduced a new variant of the ETSPTW, namely the ETSPTW-MCR which 

additionally considers charging operations at customer locations with different charging rates. Distinct 

from the ETSPTW, the ETSPTW-MCR allows more flexible charging plans for the electric vehicle 

which leads to a reduction of total travelled distance while servicing the customers. A mixed integer 

mathematical model is formulated taking into account the new charging possibilities. 

In addition to a new variant of the ETSPTW, we proposed a hybrid SA/TS metaheuristic algorithm to 

solve large sized problems efficiently. The hybrid SA/TS combines the advantages of the solution 

acceptance procedure of SA and the tabu list structure of TS to escape local minima. A dynamic 

programming based station insertion procedure is embedded in the algorithm to obtain station visit 

plans for the electric vehicle optimally by efficiently considering all possible charging operations for a 

given customer route. 

In the computational studies, we extensively analyzed the performance of the proposed algorithm. 

First, we tested our hybrid SA/TS on two TSPTW problem sets proposed by Gendreau et al. (1998) 

and Ohlmann and Thomas (2007). For these computations, we compared our hybrid algorithm with 

three metaheuristic algorithms and achieved better average results in shorter computational times. 

Second, we applied our hybrid algorithm to the ETSPTW instances introduced by Roberti and Wen 

(2016). Following full and partial charging policies, new best results are found by the hybrid SA/TS 

for most of the instances within similar computational times. Finally, the hybrid SA/TS is applied to 

small and large sized ETSPTW-MCR instances. According to the computational results, we obtained 

considerable cost reductions for most of the instances comparing to the ETSPTW results. 

This study can be extended in different ways. To add more realism and provide a meaningful cost 

estimation to decision makers, recharging times following non-linear functions can be considered as 

well as incorporating more realistic energy consumption formulas for the electric vehicle. As in most 

of the papers related with the EVRP, in this study the energy consumption amounts are determined by 

using a simple energy consumption coefficient. This assumption can be extended with non-linear 

functions that consider the vehicle weight, vehicle speed, technical information of the electric vehicle, 
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etc. For the charging operations, real-life constraints, such as legal breaks of the drivers, can be 

interesting research challenges. In addition to new assumptions for the problem, new solution 

methodologies can be researched to solve the ETSPTW and ETSPTW-MCR. 
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Appendix A. Parameter Tuning 
This section presents the details of the parameter tuning study and results of the experiments which are 

given in Table A.1. The parameter tuning study is carried out to identify best value of eight parameters 

of hybrid SA/TS: (ܿ, ܮܶ ,ܮܥଵ, ܶܮଶ, ݊݋݅ݐܾܽݎݑݐݎ݁݌, ܴ, ߱, and ݅݊݅ݎ݁ݐ݅_ݐ). First, different parameter 

levels are identified to be tested, where ݈ܽݒ௣௥ shows the considered parameter values of the levels. At 

the beginning of the parameter tuning experiments, parameter values of the algorithm are set to 

average value of the minimum and maximum levels. Then the best value of the parameters are 

identified regarding the considered parameter levels. For each parameter level, the hybrid SA/TS is 

carried out for five OT-E5 problems: n150w120s5.5, n150w140s5.3, n150w160s5.2, n200w120s5.3, 

and n200w140s5.2. To decide the best value for a parameter, standard deviation of the solutions (ߪ) is 

used, where the bold characters show the obtained results for the parameters. When a best level is 

specified for a parameter, then it is fixed for the algorithm. The parameter identification procedure is 

repeated for each parameter in the order given in Table A.1 until all parameter values are tuned. 

 

[Insert Table A.1 about here] 

 

Appendix B. Detailed Results for the ETSPTW Problems 
 

[Insert Table B.1 about here] 

 

[Insert Table B.2 about here] 

 

[Insert Table B.3 about here] 

 

[Insert Table B.4 about here] 
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Appendix C. Detailed Results for the ETSPTW-MCR Problems 
 

[Insert Table C.1 about here] 

 

[Insert Table C.2 about here] 

 

[Insert Table C.3 about here] 
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 A new variant of ETSPTW is proposed by considering mixed charging rates at stations. 
 A mathematical formulation of the problem is presented. 
 A new hybrid algorithm based on SA and TS is integrated with dynamic programming. 
 New best results for both the TSPTW and ETSPTW are obtained. 
 Shorter paths are found by considering charging operations at customer sites. 
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Algorithm 1. The main steps of the proposed hybrid SA/TS 
1: Input Problem 
2: Preprocessing 
3: Initialization 
4: Do 
5:      Local Search for TSPTW 
6:      Evaluation of the TSPTW solution for the ETSPTW-MCR 
7:      Solution acceptance procedure 
8: Loop Until Stopping criterion is met 

 

 

Algorithm 2. Initialization steps of the hybrid SA/TS 
ࢄ :1 = ࢅ ,∅ = ∗ࢅ ,∅ = ∅ 
2: Generate ࢄ according to increasing order of customer’s ݈௜ 
3: Do While ࢅ∗ = ∅ 
4:      Do While ࢄ is not feasible with respect to TSPTW 
5:           Generate a new solution ࢄ by applying local search 
6:      Loop 
7:      Generate ࢅ by applying ݊݋݅ݐݎ݁ݏ݊݅_݊݋݅ݐܽݐݏ 
8:      If ࢅ is feasible with respect to ETSPTW-MCR Then 
∗ࢅ           :9 =  ࢅ 

10:      Else 
11:           For ݅ = 1 to ݅݊݅ݎ݁ݐ݅_ݐ 
12:                Generate a new TSPTW feasible solution ࢄ by applying local search 
13:                Update ࢅ by applying ݊݋݅ݐݎ݁ݏ݊݅_݊݋݅ݐܽݐݏ 
14:                If ࢅ is feasible with respect to ETSPTW-MCR Then 
∗ࢅ                     :15 =  ࢅ 
16:         Exit For 
17:                End If 
18:           Next 
19:      End If 
20:      If ࢅ∗ = ∅ Then 
21:           Apply perturbation 
22:      Else 
23: Loop 
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Algorithm 3. Pseudo code of the station insertion procedure 
1: Input ࢄᇱ 
ܤܷ :2 = (∗ࢅ)݂ −  Upper bound for the station insertion cost// (ᇱࢄ)݂
ܦܴ :3 =  Remaining distance to be travelled by the electric vehicle// (ᇱࢄ)݂
4: Generate initial label (0)ܮ. ܽ݀݀({0, ܳ, ,(ݐ)݁݉݅ݐ}// ({0 ,(ݍ)݈݁ݒ݈݁ ݕݎ݁ݐݐܾܽ  {(ܿ)ݐݏ݋ܿ
5: For ݅ = 1 to ܰ + 1 
ܦܴ      :6 = ܦܴ − ݀௑೔షభᇲ ,௑೔ᇲ  
7:      For Each label in ܮ(݅ − 1) 
,ݐ}           :8 ,ݍ ܿ} = ݅)ܮ − 1)(݈ܾ݈ܽ݁) 
9:           For Each path between ௜ܺିଵᇱ  and ௜ܺᇱ //Illustrated in Figure (3) 

10:                If ܿ + ݁ܿ݊ܽݐݏ݅݀ ℎݐܽ݌ <  Then ܤܷ
11:                     If ݍ ≥ minimum required battery level of the path 
12:                          If ݍ ≥  Then ܦܴ
ܤܷ                               :13 = ܿ +  ݁ܿ݊ܽݐݏ݅݀ ℎݐܽ݌
14:                          End If 
15:                          Generate the new label {ݐᇱ, ,ᇱݍ ܿᇱ} for node ௜ܺᇱ using the path information 
16:                          If {ݐᇱ, ,ᇱݍ ܿᇱ} is time and battery-feasible Then 
.(݅)ܮ                               :17 ,ᇱݐ})݀݀ܽ ,ᇱݍ ܿᇱ}) //Added a new label for customer location ௜ܺᇱ 
18:                          End If 
19:                     End If 
20:                End If 
21:           Next 
22:      Next 
23:      If ܮ(݅). ݐ݊ݑ݋ܿ = 0 Then 
24:          Return −1 //Solution is battery-infeasible 
25:      End If 
26:      Remove the redundant labels in ܮ(݅) by applying dominance rule //Described by Roberti and Wen (2016) 
27: Next 
28: Find the best label in ܮ(ܰ + 1) and generate ࢅ by going backward 
29: Return ࢅ and ݂(ࢅ) 
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Algorithm 4. Pseudo code of the hybrid SA/TS 
1: Input Problem 
2: Preprocessing 
3: Set the parameters of the algorithm 
4: Generate initial solution ࢄ and ࢅ // Algorithm 2 
5: For ݅݊݋݅ݐܽݎ݁ݐ = 1 to ݎ݁ݐ݅_ݔܽܯ 
6:      Randomly select a move operator and generate ࢄᇱ through ࢄ regarding the first tabu list 
7:      Add move information to first tabu list and update the list if the tabu list length exceeds ܶܮଵ 
8:      If ݂(ࢄᇱ) <  Then (ࢅ)݂
9:           If ݈݇ܿܽݏ(ࢄᇱ) >  ᇱ is not tabu with respect to the second tabu list Thenࢄ or (∗ࢅ)݈݇ܿܽݏ

10:                Generate ࢅ through ࢄᇱ by applying the ݊݋݅ݐݎ݁ݏ݊݅_݊݋݅ݐܽݐݏ procedure 
11:                If ݂(ࢅ) <  Then (∗ࢅ)݂
∗ࢅ                     :12 =  ࢅ
ݎ݁ݐ݊ݑ݋ܿ݌                     :13 = 0 
14:                End If 
15:                Add ࢄᇱ information to second tabu list and update the list if the tabu list length exceeds ܶܮଶ 
16:           End If 
17:      End If 
18:      ∆= (ᇱࢄ)݂ −  (ࢄ)݂
19:      If ∆< 0 or ݁(ି∆/்) >  Then (0,1)݀݊ݎ
ࢄ           :20 =  ᇱࢄ
21:      Else 
22:           If (0,1)݀݊ݎ > ߱ Then 
ࢄ                :23 =  ∗ࢅ
24:           End If 
25:      End If 
ݎ݁ݐ݊ݑ݋ܿ݌      :26 = ݎ݁ݐ݊ݑ݋ܿ݌ + 1 
27:      If ݎ݁ݐ݊ݑ݋ܿ݌ =  Then ݊݋݅ݐܾܽݎݑݐݎ݁݌
28:           Apply perturbation 
29:           Do While ࢄ is not feasible with respect to TSPTW 
30:                Generate a new solution ࢄ by applying local search 
31:           Loop 
32:      End If 
33:      If ݅ܮܥ ࢊ࢕࢓ ݊݋݅ݐܽݎ݁ݐ = 0 Then 
34:           ܶ = ܶ × ܿ 
35:      End If 
36: Next 
37: Output ࢅ∗ 
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Table 4. Summary of the Hybrid SA/TS results for small and large sized ETSPTW problems 

Problem Set Charging Policy 
 3P-Heu  SA/TS ஻݂ ݊ݏ௉ ஺݂ (ݏ)ݐ ߪ ஻݂ 3ܲ%஻ ݊ݏ௉ ஺݂ 3ܲ%஺ (ݏ)ݐ ߪ 

G-E5 Full Charging  247.6 3.5 247.6 0.0 0.08  247.5 -0.03 3.4 247.5 -0.03 0.0 0.45 
G-E10  243.4 3.6 243.4 0.0 0.08  243.4 0.00 3.4 243.4 0.00 0.0 0.30 
OT-E5   750.6 7.3 752.5 1.2 70.67  749.1 -0.22 7.1 751.6 -0.12 1.6 71.69 
OT-E10  743.8 7.9 744.8 0.7 55.37  742.7 -0.15 7.5 744.6 -0.02 1.3 64.52 

 
G-E5 Partial Charging  246.4 3.8 246.4 0.0 0.08  246.3 -0.03 3.5 246.3 -0.03 0.0 0.34 
G-E10  243.1 4.1 243.1 0.0 0.08  243.1 0.00 3.5 243.1 0.00 0.0 0.29 
OT-E5   747.4 7.9 748.8 0.9 72.31  745.8 -0.23 7.3 747.4 -0.20 1.1 73.44 
OT-E10  740.6 9.0 741.4 0.6 55.43  739.4 -0.17 7.8 740.4 -0.15 0.7 59.99 

 

 

Table 5. GUROBI results for the G-E5-MCR(30%), G-E5-MCR(70%), and G-E5-MCR(100%) 
problems 

Instance 
 MCR(30%)  MCR(70%)  MCR(100%) (ݏ)ݐ %݌ܽܩ ܤܮ ܲܫܯ (ݏ)ݐ %݌ܽܩ ܤܮ ܲܫܯ (ݏ)ݐ %݌ܽܩ ܤܮ ܲܫܯ 

n20w120s5.1  271 271 0.00 767  271 271 0.00 3,622  271 271 0.00 742 
n20w120s5.2  249 220 11.65 7,200  229 229 0.00 4,965  229 220 3.93 7,200 
n20w120s5.3  317 317 0.00 1,757  317 317 0.00 5,714  312 303 2.88 7,200 
n20w120s5.4  314 314 0.00 2,236  318 310 2.52 7,200  311 298 4.18 7,200 
n20w120s5.5  249 249 0.00 15  243 243 0.00 14  243 243 0.00 131 
n20w140s5.1  181 181 0.00 1,316  181 181 0.00 611  178 178 0.00 155 
n20w140s5.2  286 253 11.54 7,200  283 262 7.42 7,200  283 248 12.37 7,200 
n20w140s5.3  237 237 0.00 370  237 237 0.00 589  237 237 0.00 1,333 
n20w140s5.4  265 265 0.00 5,096  265 255 3.77 7,200  265 239 9.81 7,200 
n20w140s5.5  226 226 0.00 118  226 226 0.00 318  226 226 0.00 2,339 
n20w160s5.1  244 244 0.00 765  244 244 0.00 885  243 243 0.00 581 
n20w160s5.2  208 208 0.00 59  208 208 0.00 170  208 208 0.00 164 
n20w160s5.3  210 210 0.00 376  210 210 0.00 28  210 210 0.00 46 
n20w160s5.4  204 204 0.00 683  204 204 0.00 310  204 204 0.00 854 
n20w160s5.5  249 249 0.00 2,569  249 249 0.00 1,853  249 247 0.80 7,200 
n20w180s5.1  256 256 0.00 301  253 253 0.00 184  253 253 0.00 1,273 
n20w180s5.2  273 273 0.00 252  273 273 0.00 245  267 267 0.00 367 
n20w180s5.3  276 276 0.00 4,264  274 274 0.00 2,065  274 256 6.57 7,200 
n20w180s5.4  205 205 0.00 181  205 205 0.00 544  205 205 0.00 5,863 
n20w180s5.5  198 198 0.00 2,039  198 184 7.07 7,200  196 187 4.59 7,200 
n20w200s5.1  234 234 0.00 1,248  234 234 0.00 271  234 234 0.00 485 
n20w200s5.2  210 210 0.00 169  210 210 0.00 183  210 210 0.00 1,038 
n20w200s5.3  250 250 0.00 1,166  250 250 0.00 1,529  250 250 0.00 251 
n20w200s5.4  296 287 3.04 7,200  296 282 4.73 7,200  295 281 4.75 7,200 
n20w200s5.5  236 236 0.00 725  235 235 0.00 251  232 232 0.00 270 

Average  245.8 242.9 1.05 1,922.9  244.5 241.8 1.02 2,414.0  243.4 238.0 2.00 3,227.7 
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Table 6. GUROBI results for the G-E10-MCR(30%), G-E10-MCR(70%), and G-E10-MCR(100%) 
problems 

Instance 
 MCR(30%)  MCR(70%)  MCR(100%) (ݏ)ݐ %݌ܽܩ ܤܮ ܲܫܯ (ݏ)ݐ %݌ܽܩ ܤܮ ܲܫܯ (ݏ)ݐ %݌ܽܩ ܤܮ ܲܫܯ 

n20w120s10.1  270 270 0.00 1,051  270 270 0.00 744  270 270 0.00 607 
n20w120s10.2  222 207 6.76 7,200  222 222 0.00 6,798  222 210 5.41 7,200 
n20w120s10.3  312 312 0.00 7,056  312 299 4.17 7,200  334 302 9.58 7,200 
n20w120s10.4  308 308 0.00 1,791  307 307 0.00 777  308 304 1.30 7,200 
n20w120s10.5  243 243 0.00 43  242 242 0.00 36  242 242 0.00 42 
n20w140s10.1  179 179 0.00 673  179 179 0.00 4,768  178 178 0.00 283 
n20w140s10.2  284 247 13.03 7,200  283 243 14.13 7,200  283 242 14.49 7,200 
n20w140s10.3  236 236 0.00 748  236 236 0.00 5,926  236 236 0.00 1,856 
n20w140s10.4  260 240 7.69 7,200  284 231 18.66 7,200  277 220 20.58 7,200 
n20w140s10.5  225 188 16.44 7,200  225 225 0.00 4,058  225 225 0.00 1,962 
n20w160s10.1  244 244 0.00 2,342  244 244 0.00 2,041  245 240 2.04 7,200 
n20w160s10.2  204 204 0.00 372  204 204 0.00 545  204 204 0.00 309 
n20w160s10.3  210 210 0.00 336  210 210 0.00 847  210 210 0.00 980 
n20w160s10.4  204 204 0.00 677  204 183 10.29 7,200  204 204 0.00 537 
n20w160s10.5  247 247 0.00 2,764  247 247 0.00 4,058  247 234 5.26 7,200 
n20w180s10.1  254 254 0.00 6,513  253 253 0.00 722  253 253 0.00 2,133 
n20w180s10.2  272 272 0.00 3,719  272 272 0.00 637  266 266 0.00 2,066 
n20w180s10.3  276 262 5.07 7,200  272 254 6.62 7,200  274 257 6.20 7,200 
n20w180s10.4  205 198 3.41 7,200  205 205 0.00 1,359  205 205 0.00 3,480 
n20w180s10.5  197 197 0.00 5,736  197 180 8.63 7,200  196 174 11.22 7,200 
n20w200s10.1  234 223 4.70 7,200  235 219 6.81 7,200  234 234 0.00 2,861 
n20w200s10.2  207 207 0.00 257  207 207 0.00 1,388  204 204 0.00 661 
n20w200s10.3  249 249 0.00 2,682  249 243 2.41 7,200  249 249 0.00 6,683 
n20w200s10.4  295 247 16.27 7,200  295 224 24.07 7,200  295 243 17.63 7,200 
n20w200s10.5  228 228 0.00 4,768  228 228 0.00 968  228 228 0.00 2,334 
Average  242.6 235.0 2.94 3,677.3  243.3 233.1 3.83 4,018.9  243.6 233.4 3.75 3,951.8 

 
 
 
 
 

Table 7. Summary of the Hybrid SA/TS results for small and large sized ETSPTW-MCR problems 
Problem Set ஻݂ ݊ݏ௉ ݊ݏ஼  (ݏ)ݐ ߪ ஺݂ %ܹܶܧ %݌ܽܩ 
G-E5-MCR(30%) 244.8 2.7 1.0 0.70 -1.14 244.8 0.0 0.24 
G-E5-MCR(70%) 244.0 2.6 1.5 0.90 -1.44 244.0 0.0 0.27 
G-E5-MCR(100%) 243.2 2.4 1.6 1.95 -1.76 243.2 0.0 0.25 

G-E10-MCR(30%) 242.1 2.9 0.8 2.77 -0.60 242.1 0.0 0.25 
G-E10-MCR(70%) 241.9 2.9 1.4 3.40 -0.66 241.9 0.0 0.29 
G-E10-MCR(100%) 241.4 2.6 1.6 3.09 -0.88 241.4 0.0 0.30 

OT-E5-MCR(30%) 743.3 6.4 3.0 - -0.76 745.5 2.1 85.81 
OT-E5-MCR(70%) 742.6 6.2 3.6 - -0.85 744.2 1.6 167.57 
OT-E5-MCR(100%) 741.6 6.2 3.9 - -0.99 743.3 1.3 230.55 

OT-E10-MCR(30%) 739.0 7.0 3.1 - -0.51 740.3 1.1 76.80 
OT-E10-MCR(70%) 737.8 6.5 3.9 - -0.67 739.2 1.0 149.62 
OT-E10-MCR(100%) 737.0 6.4 4.5 - -0.78 738.2 0.9 209.41 
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Table A.1. Results of the parameter tuning experiments 

Parameter 
 Level of the Parameter Tests 

Level 1 Level 2 Level 3 Level 4 Level 5 Level 6 Level 7 Level 8 ܿ ݈ܽݒ௣௥ ௣௥݈ܽݒ ܮܥ    1.30 1.45 1.03 1.21 1.05 ߪ    0.99 0.97 0.95 0.93 0.91  ௣௥݈ܽݒ ଵܮܶ   1.14 0.99 0.99 1.00 1.19 1.37 ߪ   150 125 100 75 50 25  ௣௥݈ܽݒ ଶܮܶ   1.25 1.16 1.03 1.25 1.22 1.36 ߪ   600 500 400 300 200 100   ݊݋݅ݐܾܽݎݑݐݎ݁݌ 1.25 1.18 1.15 1.25 1.25 1.12 1.16 1.13 ߪ 200 175 150 125 100 75 50 25 
 

௣௥݈ܽݒ ௣௥݈ܽݒ ܴ  1.23 1.13 1.15 1.12 1.09 1.06 1.04 ߪ  2000 1750 1500 1250 1000 750 500  ௣௥݈ܽݒ ߱    0.98 1.11 0.94 1.12 1.10 ߪ    50 40 30 20 10  ௣௥݈ܽݒ ݎ݁ݐ݅_ݐ݅݊݅  0.94 0.93 1.05 1.10 1.00 1.08 1.00 ߪ  0.8 0.7 0.6 0.5 0.4 0.3 0.2      1.05 1.10 0.99 1.04 0.96 ߪ    200 175 150 125 100 
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Figure 1. An illustrative route plan for the ETSPTW-MCR 

 

0 1 i-1 i i+1 j-1 j j+1 n n+1
 

(a) Tour prior to move 
 

0 1 i-1 i+1 j-1 j j+1 n n+1i

Forward Movement

0 1 i-1 i i+1 j-1 j+1 n n+1j

Backward Movement

 
(b) Tour after 1-shift operator 

 

0 1 i-1 j j-1 i+1 i j+1 n n+1
 

(c) Tour after 2-opt operator 
 

0 1 i-1 j i+1 j-1 i j+1 n n+1
 

(d) Tour after swap operator 
Figure 2. Illustrative examples for the move operations used in the local search procedure 
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(a) Path consists of customer – customer nodes 
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(b) Path consists of customer – public charging station – customer nodes 
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(c) Path consists of customer – private charging station installed customer nodes 
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(d) Path consists of customer – public charging station – private charging station installed customer nodes 

Figure 3. Illustrative examples for the alternative paths used in the ݊݋݅ݐݎ݁ݏ݊݅_݊݋݅ݐܽݐݏ procedure 

 

 

 
 Depot node with public charging station  Public charging station 

 Private charging station at customer locations  Customer location 

Figure 4. An illustrative graph representation for the OT-E5-MCR(30%) dataset 
 
 


